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Abstract
Face recognition is complicated work, which is highly demanding while processing the inter-
class similarities and intra-class differentiations in the acquired images in a wider range.
However, the identification accuracy can be enhanced at some level through managing the
system with non-matched templates. In the reality, face recognition is complicated owing
to differentiations in the pose, background, illumination, and so on. On the other hand, the
type of face recognition technique is recently dependent on machine learning-based facial
features while avoiding the practical experiences in hand-craft features. Recent world, the
face recognition technique using deep learning strategy is capable of learning efficient face
features for getting a highly extraordinary efficiency. The face identification techniques use
various conventional appearance methods, which are further applied for testing the efficiency
via applying the benchmark facial images. The facial images gathered from the standard
digital media are often noticed as problems regarding occlusion, lightning, and position con-
ditions along with camera angle. The occluded images can be observed with the alignment,
facial expressions, and human pose along with the camera axis. Thus, more attention must
be taken care during the acquiring the facial images along with the coverage of the back-
ground. Hence, it is necessary for considering the precise pre-processing steps along with
the necessary steps for recognizing the face. In this research, a new face recognition model
is investigated utilizing deep learning techniques. Initially, the images are gathered from the
standard resources. Next, they are pre-processed to increase the quality of images for further
processes. Then, the spatial and spectral feature extraction is performed, where the spatial
features are extracted by DeepLabV3, and the spectral features are extracted using Discrete
Wavelet Transform (DWT) and the Discrete Cosine Transform (DCT). Next, the optimal
spectral features and optimal spatial features are attained by using a new hybrid heuristic
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algorithm known as Controlling Parameter-based Rock Hyraxes African Vultures Swarm
Optimization (CP-RHAVSO) with the combination of Rock Hyraxes Swarm Optimization
(RHSO) and African Vultures’ Optimization Algorithm (AVOA) techniques. Then, these
optimally selected features are combined and fed to the weighted fused feature extraction
process. Finally, weighted fused features are given to the Adaptive Multiscale Mobilenet
(AM-Mob) for face recognition, where the hyper parameters ofM-Mob are tuned by the same
CP-RHAVSO. Investigational results show that the proposed face recognition method on the
standard database, according to experimental findings, yields a highly valuable accuracy rate.

Keywords: Face recognition and verification; DeepLabV3; Optimal spatial and spectral
feature extraction; Weighted fused features extraction; Discrete wavelet transform; Discrete
cosine transform; Controlling parameter-based rock hyraxes African vultures swarm opti-
mization; Adaptive multiscale mobilenet;

1. INTRODUCTION

People utilize natural visualization systems for identifying human beings precisely. While designing
the human visualization systems into face identification techniques and trained a computerized
module for learning several human faces on the accessibility of huge-scale of digitally encoded
faces [1]. Next, the computer module illustrates the furthest capability of recognizing and verifying
other faces in several gathering platforms. Though, a human visual system cannot be visualized
as a face identification system [2]. Thus, it varies a lot owing to varied acquisition platforms and
differentiations among facial images of similar people. Even though face identification method-
ologies identify faces practically better, different problems still exist, and they are required to be
handled for both uncontrolled and controlled facial images [3]. Some general problems presented
in the acquired images are partially hidden faces, clutter, occlusion, head pose, the background of
people, facial expressions, differentiations in illumination, and so on [4]. Moreover, a few of the
additional issues are look-alike faces, plastic surgery, twin faces, makeup on the face, accessories,
and ornaments [5]. These issues must be addressed via various unique algorithms with generalized
face identification techniques. Among the unique techniques, they could not have the ability to
solve the abovementioned issues [6]. Therefore, a reliable face identification technique is required
to process the huge-scale training samples with considerable differences among faces for getting
precise illustrations of lost facial properties in the facial images, which do not have the capacity
of processing the larger samples for recognizing and creating more illustrations with precise face
verification [7].

There are three solutions to the face recognition task comprising face matching, face identification,
and face verification [8]. Face matching generally estimates whether two face instances are from the
same people or not whereas face identification presents the process of identifying the unknown face
by estimating it with entire facial images in the training dataset [9]. In addition, the face verification
task illustrates the verification of declared identity by estimating a query face with a specific face in
the dataset. This research work specifically formulates face recognition with a verification strategy
for estimating efficiency [10]. Processing of several input images with differentiations is more
helpful in reaching higher accuracy in a face identification system [11]. An effective face feature
illustration is required for designing the facial recognition system and also needs to compute the
distance among similar subjects [12].
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The facial feature illustration approaches are generally categorized into two classes including deep
feature learning techniques and hand-crafted features using manual designs [13]. While compar-
ing with the recent historical approaches, the hand-crafted feature development methods are more
classical ones as they are studied for a long duration whereas the recently emerging approaches are
feature learningwith the adoption of deep architectures. Some of the hand-crafted feature techniques
are Scale-Invariant Feature Transform (SIFT), Gabor, Histogram of Oriented Gradients (HOG),
Multi-Block Local Binary Pattern (MBLBP), and Local Binary Pattern (LBP), etc that are often
used for recognizing the facial images [14]. These facial feature illustrators are known as local
descriptors, which preserve the scale invariance or illumination robustness that is applicable for
describing the facial images [15]. Practically, several features are fused together for enhancing the
facial features for representing the facial images. The techniques adopted in the recent traditional
methods have been designed by taking a single task or features when using the novel approaches
integrating various features inclusive of edge, shape, color, and motion in higher levels [16]. Next,
deep learning strategies are highly preferable for recognizing facial images. A few classifiers are
deep neural networks (DNN), Support vector machines (SVM), Adaboost, Convolutional Neural
Networks (CNN), deep CNN (DCNN), etc [17]. Finally, this research designs a novel facial image
recognition approach with the exploration of facial images integrating deep learning strategies.

The research inventions implemented in this study are shown here.

• To explore a new innovative face recognition and verification framework using optimal spatial
and spectral feature selection strategy along with enhanced transfer learning via heuristic
mechanisms for aiding the real-time applications inclusive of healthcare, retail, education,
immigration, access control, automobile security, safety purposes in the prevention of crimes,
minimizing human interaction, etc to promote secured and automated identification.

• To offer the weighted fused feature extraction by recommending the optimal spatial and spec-
tral feature extraction with the incorporation of acquired features from DeepLabv3, and DWT
and DCT features along with the use of newly suggested heuristic strategy for gathering the
most essential features.

• To recommend the adaptive transfer learning strategy known AM-Mob for performing face
recognition by processing the weighted fused features for getting the recognized faces. Here,
the heuristic improvement is incorporated to suggest the AM-Mob by tuning the parameters
of multi-scale Mobilenet.

• To present the CP-RHAVSO strategy for acquiring the optimal spatial and spectral features,
and optimizing the weight used for getting the weighted feature selection, along with the
implementation of AM-Mob by tuning the momentum in multi-scale Mobilenet for promoting
higher efficiency in face recognition with the promotion of superior convergence rate.

The forthcoming sections of this research paper are organized as follows. Section 2 presents the
literature study. Section 3 offers the face recognition and verification model using advanced deep
learning algorithm. Section 4 implements the development of CP-RHAVSO-based weighted fused
feature selection for intelligent face recognition and verification. Section 5 offers the architecture of
optimized AM-Mob for face recognition and verification. Section 6 evaluates the results, whereas
Section 7 presents the conclusion

1409



https://www.oajaiml.com/ | September 2023Santhosh Shivaprakash and Sannangi ViswaradhyaRajashekararadhya

2. LITERATURE STUDY

2.1 Existing Works

In 2019, Garain et al. [18] have designed a new K-medoids Cohort Selection (KMCS) for choosing
a reference group of non-matched templates regarding the considerable subjects. Generally, KMCS
was used for clustering the entire scores of cohort subjects. Then, a cohort subset was chosen from
their medoid of a cluster comprising of more scattered scores or members. The entire discriminative
features were carried over with the cohorts for constituting the cluster while distinguishing it from
others. Next, the facial features were attained, and then, the normalization of cohort score was
done regarding the Max rule, Max-Min, and T-norm rules by estimating the matching scores among
the query and probe images. It was carried out before performing the final choice of rejection or
acceptance. The final outcomes were attained from the experimental results over other standard
databases regarding other selection approaches.

In 2018, Li et al. [19] have offered a Deep Learning-aided Feature extraction for getting the
Facial Textural Features (FTFA-DLF). This recommended FTFA-DLF has the ability to incorporate
the features of hand-craft and deep learning features. Here, the texture features via hand-crafted
feature techniques were acquired from the mouth, nose, and eyes areas. The features from deep
learning with the hand-crafted features were included in the layer of functional values that have been
modified adaptively for enhancing the efficiency of face recognition. The experimental outcomes
were verified on the LFW face database for improving the accuracy rate.

In 2019, Zhuang et al. [20] have presented a new face recognitionmodel by processing facial images
with the framework of an automated estimation strategy. DCNN was used for training the face
recognition module and estimated over several quality constraints like pose, occlusion, blurriness,
contrast, brightness, etc. This model has sorted the input facial images by considering the trained
face quality measure, and the recognition was done for choosing the good facial images. They have
experimented with the KinectFace face and Color FERET databases. The efficient outcomes have
recommended using the facial image quality measure and have differentiated bad images from good
images, which were highly related to the final identification efficiency.

In 2022, Vasanthi et al. [21] have offered an approach for recognizing facial images based on
biometric images along with the analysis of multivariate correlation that has acquired the lower-
level visual and geometrical features. Here, the Active Shape Model (ASM) was used for gathering
the geometric features whereas the color and texture of low-level features were collected from
the chosen significant regions of the facial images. Then, the texture features were attained by
autocorrelation scheme, and the YCbCrcolour strategy was utilized for collecting the color features.
Finally, all these features were intended to build a matrix of feature tensors. The feature matrices of
the target facial images were distinguished from the feature matrix of the significant facial images,
in which the Canonical Correlation technique was used for saving the compared matrices in the
database of the feature vectors. They were again tested for demonstrating whether it was highly
important or not. Four standard datasets were used for the experimentation and also tested with
various standard measures while dissimilating with classical techniques.

In 2019, Senthilkumar and Gnanamurthy [22] have offered a new technique of Wavelet Based face
image Decomposition (WBFD). They have initially decomposed the acquired face images via two
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levels of the wavelet transform approach. Then, the attained images were again extinguished. The
result analysis was estimated on the benchmark dataset and analyzed the performance of the de-
signed model. Next, the statistical appearance features were acquired from the gathered images for
reaching a higher level of accuracy rate. Moreover, this model was executed in a lower recognition
time.

In 2022, Junaid et al. [23] have especially focused on recognizing the disguise invariant facial im-
ages along with deep learning strategies. Initially, the data augmentation was done on the acquired
noisy images. Then, the Viola-Jones face detector was used for detecting the faces in the images, and
then, pre-trained CNN was used for the classification with the fine-tuning of the disguise invariant
facial images. The universal disguise-invariant features were learned from acquired face images of
various subjects for properly identifying the faces under differing facial disguises with the assistance
of pre-trained CNN. Various learning constraints were used for reducing the execution time and clas-
sification accuracy to select an appropriate model for recognition. The efficient balancing among
efficiency and accuracy was carried out using Resnet-18, which has outperformed the conventional
methods.

In 2018, Waisy et al. [24] have presented a new strategy for recognizing the face with the com-
bination of Deep Belief Network (DBN) and hand-craft features for solving the issues of face
identification in unconstrained circumstances. Fractal dimension and Curvelet transform were in-
corporated and known as Curvelet–Fractal method to get the features from the acquired images.
The multidirectional and anisotropic transform were effectively applied for representing the major
structure of the faces including curves and edges along with the usage of Curvelet transformwhereas
the texture features were gathered via the Fractal dimension. Moreover, face recognition was done
in a multimodal and deeper way for adding the feature illustrations by a trained DBN. At last, the
efficiency was analyzed over standard datasets over eminent techniques to showcase the superiority.

In 2019, Ameur et al. [25] have introduced a new descriptor known as Deep Hybrid Gabor Local
Binarized Statistical Image Feature called (DeepGLBSIF) for gathering over-complete and effective
acquisition of features in multi-level order. The CNN technique was used for recognizing the face
from the training datasets. They have improved the utilization of interaction among the local and
global features, which has helped in discriminating the illustrations of features and efficient perfor-
mance. DeepGLBSIF frameworkwas simply and efficiently built and understood the verification on
faces. They have utilized Support Vector Machine (SVM) and Cosine distance metric for efficient
classification. It was tested on standard facial datasets over traditional approaches.

2.2 Problem Specification

Two necessary factors for determining the efficiency of various face recognition techniques suffer
from recognition time and recognition accuracy. Similarly, they do not consider the background
and occlusion images that exist in the gathered facial images. Moreover, those approaches gather
the features without considering these two drawbacks, which leads to bad recognition accuracy.
Some of the existing face recognition approaches are reviewed in TABLE 1. KMCS [18] achieves a
higher convergence time and offers faster computation, and has less expensive. It is more sensitive
to noise. FTFA-DLF [19] achieves better face recognition accuracy and performance with the
hand-craft features and increases the efficiency regarding superior light illumination robustness. It

1411



https://www.oajaiml.com/ | September 2023Santhosh Shivaprakash and Sannangi ViswaradhyaRajashekararadhya

reduces computational complexity. DCNN [20] efficiently distinguishes high-quality face images
from poor-quality ones and has finally ensured recognition performance. It is not applicable to real-
time large-scale datasets. ASM [21] minimizes the computational time and is more suitable for the
biometric-based authentication system. It suffers from exploring large-scale datasets. WBFD [22]
attains better recognition performance, lower memory, and less recognition time. It does not include
details of the lips, nose, and eyes, after two levels of wavelet transform in Yale faces. CNN [23]
reduces the average execution time and increases the average recognition performance and higher
generalization ability. It does not solve illumination conditions in dark images. DBN [24]minimizes
the running time and gives superior performance on constraints like high diversity in terms of noise,
lighting conditions, facial expressions, and so on. It faces complications in processing various
facial differentiations. SVM [25] is a less expensive approach and attains the lowest computational
complexity. It is not suitable for video-based face recognition. Consequently, there is a requirement
on offering a new face recognition approach with a deep learning strategy.

3. FACE RECOGNITION AND VERIFICATION MODEL USING
ADVANCED DEEP LEARNING ALGORITHM

3.1 Face Recognition and Verification Framework

Generally, biometrics applications use face recognition or verification frameworks. The face is the
major justifiable biometrics and it has been the most general approach of identification, where the
visual interactions along with the emotions in facial images play a major role in estimating the
recognition of faces. Authentication models generally use the iris, voice, and fingerprint patterns
for biometric verification. However, these data acquisition methods require following adequate
constraints of precise positioning of the speaker or microphone for gathering the voice signals,
the finger must be placed in accurate orientation and position. On the other hand, in collecting
facial images, the non-intrusive method must be followed so, it can be utilized as a biometric
scenario for surreptitious activities. Moreover, the face is a unique feature of people. Thus, face
identification is more significant owing to the ability of their solutions to address object recognition
and classification tasks, and also the ability of their possible applications in research domains. The
faces that exist in the images are identified in face recognition systems in an automatic way, which
is categorized into verification of face (authentication) and face recognition (identification). In the
authentication or verification of face process, there is a one-to-one matching for comparing query
facial images as opposed to entire facial images in the dataset for determining the identity of the
query images. Nowadays, face recognition has been progressed to a great extent, yet it suffers
from several complications regarding accessories, occlusion, pose, expression, illumination, and
viewpoint along with a few unconstrained tasks, which may differ accordingly. However, facial
components inclusive of facial outline, mouth, nose, and eyes are located by taking the position
points, and thus, there is a need of normalizing the facial images regarding geometrical character-
istics like pose and size. Moreover, the face is often further normalized regarding photometrical
characteristics like grayscale, and illumination. Thus, there is a need of normalizing the faces in
terms of photo-metrically and geometrically with the incorporation of feature extraction methods
for offering efficient details to vary among faces of various human beings and stability regarding
the differentiations in a photometrical and geometrical way. Thus, machine learning strategies
come into this field of face recognition. Consequently, these techniques suffer from processing
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Table 1: Features and challenges of existing face recognition approaches

Author
[citation]

Methodology Features Challenges

Garain et al.
[18]

KMCS • It achieves a higher convergence
time.

• This model offers faster computa-
tion and has less expensive.

• It is more sensitive to noise.

Li et al.
[19]

FTFA-DLF • It achieves better face recognition
accuracy and performance with the
hand-craft features.

• It increases the efficiency regard-
ing superior light illumination ro-
bustness.

• It reduces the computa-
tional complexity.

Zhuang
et al. [20]

DCNN • It efficiently distinguishes high-
quality face images from poor-
quality ones.

• It has finally ensured the recogni-
tion performance.

• It is not applicable for real-
time large-scale dataset.

Vasanthi
et al. [21]

ASM • It minimizes the computational
time.

• It is more suitable for biometric-
based authentication system.

• It suffers from exploring
large scale datasets.

Senthilkumar
and Gnana-
murthy
[22]

WBFD • It attains better recognition perfor-
mance, lower memory, and less
recognition time.

• It does not include details
of the lips, nose and eyes,
after two levels of wavelet
transform in Yalefaces.

Junaid et al.
[23]

CNN • It reduces the average execution
time and increases the average
recognition performance.

• It has higher generalization ability.

• It does not solve illumi-
nation conditions in dark
images.

Waisy et al.
[24]

DBN • It minimizes the running time.

• It gives superior performance on
constraints like high diversity in
terms of noise, lighting conditions,
facial expressions, and so on.

• It faces complications in
processing various facial
differentiations.

Ameuret al.
[25]

SVM • It is less expensive approach.

• It attains lowest computational
complexity.

• It is not suitable for video-
based face recognition.
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the occluded images owing to the obstacles, mask, or scarf in the faces, absence, and presence
of moustache, beard, spectacles, etc, profile vs frontal, scaling factors, changes in pose, aging,
variations in illumination, and facial expression modification. Thus, this research tries to solve the
issues in facial expression variation. The recommended model on the face recognition model is
displayed in FIGURE 1.

Figure 1: Transfer learning aided Face Recognition and Verification Framework

This research work acquires the standard facial images for recognizing faces. The proposed model
primarily performs pre-processing as the essential step with the use of the median filtering technique
for preserving the sharp edges and smoothing the spiky noise, and also avoiding the noise for further
processing. Next, the spatial and spectral features are extracted, where DeepLabV3 is used to extract
the spatial features, DWT and DCT are used to extract the spectral characteristics. The spectral and
spatial feature extraction helps in getting the visual representation of images in better way. Then,
the proposed CP-RHAVSO algorithm helps in getting the optimal spectral features and optimal
spatial features. These chosen optimal spectral and spatial features are fed to the weighted fused
feature extraction process, where the weights are tuned by the CP-RHAVSO algorithm. Finally,
these acquired weighted fused features are fed to the AM-Mob for recognizing the faces, where the
parameters in Multiscale Mobilenet are optimized by the newly suggested CP-RHAVSO technique.
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This is named as AM-Mob and is designed for recognizing the facial images of persons. It aims to
improve the facial recognition process’ accuracy rate.

3.2 Face Recognition Dataset

In this proposed face recognition framework, the standard facial images are acquired for recognizing
faces from two datasets.

Dataset 1: It is collected from “http://www.cfpw.io/. It is known as the CFPW dataset, which has
a set of frontal-profile views of celebrities. The CFPW dataset has total 7000 images from 500
identities, with 10 frontal and 4 profile pictures each.

Dataset 2: It is named as Yale Dataset and gathered from “http://vision.ucsd.edu/content/yale-face-
database. It has 165 images of 15 people with various facial expressions like a wink, surprised,
sleepy, sad, right-light, normal, without or with glasses, left-light, happy, and center-light.

The, acquired images are known as ℓ𝑏, where 𝑏 = 1, 2, 3, · · · , 𝐵 and 𝐵 specifies the total number of
processed images. FIGURE 2 shows the examples acquired from the gathered datasets.

Description 1 2 3 4 5

Dataset 1

Dataset 2

Figure 2: Representative examples acquired from two datasets for face recognition process

4. DEVELOPMENT OF CP-RHAVSO-BASEDWEIGHTED FUSED
FEATURE SELECTION FOR INTELLIGENT FACE RECOGNITION
AND VERIFICATION

4.1 Pre-processing of Images

The designed face recognition and verification model uses the median filtering for pre-processing
the acquired images ℓ𝑏. It is a non-linear filtering method intended for eradicating the noise in
images. It also focused on preserving the edges and avoiding errors in processing due to the noise.
Median filter [26] works by operating over the window through the selection of median intensity in
the window. It is an average and robust filter, which takes the averaging among the illustrative pixel
in the adjacent. It processes the images regarding pixel by pixel and replaced them with the median
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value of the adjacent pixel. The window is named with the pattern of neighbours that performs the
sliding of pixels by pixels. The quality of the images is enhanced by median filtering. The gathered
images ℓ𝑏 are randomly specified as a group of variables ℓ𝑏 = (ℓ1, ℓ2, · · · , ℓ𝐵) and the median value
is determined in Eq. (1).

𝑚𝑒𝑑 (ℓ𝑏) =
{
ℓ𝑋+1 = ℓ𝑟 , 𝐵 = 2𝑋 + 1

1
2 (ℓ𝑋+1 + ℓ𝑋) 𝐵 = 2𝑋 (1)

Here, the median rank is specified as 𝑟 = ℓ𝑋+1. The 2-D median filter is measured for intensity
values in Eq. (2).

𝑦𝑥𝑖𝑘, 𝑗𝑘 = 𝑚𝑒𝑑
(𝑟 𝑗,𝑠 𝑗 ) ∈𝜗

(
ℓ𝑖𝑘+𝑟 𝑗, 𝑗𝑘+𝑠 𝑗

)
(2)

Here, window is termed as 𝜗. At last, the filtered images ℓ𝑀𝐹
𝑏 are acquired and fed to the next level

of processing. The imaging results for the pre-processing step are illustrated in FIGURE 3.

Description 1 2 3 4 5
Dataset 1

Input images

Pre-processed
images
Dataset 2

Input images

Pre-processed
images

Figure 3: Example of a figure caption. (figure caption)

4.2 Spatial and Spectral Feature Extraction Techniques

In this recommended face recognition model, from the pre-processed images ℓ𝑀𝐹
𝑏 , the spatial and

spectral features are gathered using the standard techniques as discussed here.

Spatial feature extraction: The spatial features are gathered from the images for preserving the
essential spatial information of the images through maximizing the separability and reducing the

1416



https://www.oajaiml.com/ | September 2023Santhosh Shivaprakash and Sannangi ViswaradhyaRajashekararadhya

dimensionality among the classes. The extracted spatial contextual information from the images is
generally useful for classification purposes. DeepLabv3 [27] takes the input as the pre-processed
images ℓ𝑀𝐹

𝑏 that is used in this paper for getting the spatial features. This network uses various
parallel atrous convolution in a parallel way with several rates. DeepLabv3 recovers the spatial
information from the input images at gradually. It is a simple network with the adoption for getting
the sharper details.

This network aims to use cascaded atrous convolution for capturing multi-scale information by
incorporating several atrous rates integrated with an improved Atrous Spatial Pyramid Pooling
(ASPP) stage with the encoding of image-level features. It increases the efficiency even without
using the Dense Conditional Random Field (CRF) to post-process the images. The dilated or atrous
convolutions utilize a dilation or atrous rate for making the larger field-of-view filters. The dense
feature maps are extracted by the convolutional networks to eradicate the downsampling processes
and then, upsampled the equivalent filter kernels. Themulti-scale contextual information is obtained
using ASPP and attained the features maps from a backbone network. The object features are
extracted by using several levels of atrous rates from four atrous parallel convolutions. Next, the
global average pooling is applied to the final feature map of the backbone network by incorporating
the global contextual information along with the integration of image-level features at several scales.
In the last few blocks of the backbone, an atrous convolution is used. Finally, the outcomes of every
operation with the channel are integrated and then, the final result is attained by the 1*1 convolution.

Finally, the spatial features 𝑆𝐹𝐷𝑒𝑒𝑝𝐿𝑎𝑏𝑣3
𝑏 are acquired from the DeepLabv3.

Spectral feature extraction: Every image pixel is indicated as a pattern and its spectrum (it speci-
fies a vector of various pixel values in several spectral channels), which is known as the initial group
of features. This group of features is also specified as spectral features. Spectral features suffer from
processing the spatial dependencies of the neighbouring pixels, and also redundant features. Thus,
there is a need of minimizing the dimensionality of the input data. Thus, this research work uses
the DCT and DWT techniques for gathering the spectral features from the pre-processed images.

DWT [28]: It is vastly applied in large-scale of applications like computer science, mathematics,
engineering, science, etc. It acquires a superior compression ratio without avoiding essential infor-
mation from the images. It does not suffer from the artifacts in the images. Thus, DWT is chosen
here for gathering the spectral features.

The DWT of input pre-processed images ℓ𝑀𝐹
𝑏 (𝑖𝑘, 𝑗 𝑘) is derived in Eq. (3).

𝜉𝜙 (𝑎0, 𝑒, 𝑓 ) =
1

√
𝐸𝐹

𝐸−1∑
𝑖𝑘=0

𝐹−1∑
𝑗𝑘=0

ℓ𝑀𝐹
𝑏 (𝑖𝑘, 𝑗 𝑘) 𝜙 (𝑎0,𝑒, 𝑓 ) (𝑖𝑘, 𝑗 𝑘) (3)

𝜉ℎ𝜙 (𝑎, 𝑒, 𝑓 ) = 1
√
𝐸𝐹

𝐸−1∑
𝑖𝑘=0

𝐹−1∑
𝑗𝑘=0

ℓ𝑀𝐹
𝑏 (𝑖𝑘, 𝑗 𝑘) 𝜒ℎ(𝑎,𝑒, 𝑓 ) (𝑖𝑘, 𝑗 𝑘) (4)

Here, the translated and scaled basis functions are denoted by 𝜙 and 𝜒, where the diagonal, vertical,
and the horizontal information for scales are represented by ℎ. These basis functions are derived as
follows.

𝜙 (𝑎,𝑒, 𝑓 ) (𝑖𝑘, 𝑗 𝑘) = 2
𝑎
2 𝜙 (2𝑎𝑖𝑘 − 𝑒, 2𝑎 𝑗 𝑘 − 𝑓 ) (5)
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𝜒ℎ(𝑎,𝑒, 𝑓 ) (𝑖𝑘, 𝑗 𝑘) = 2
𝑎
2 𝜙ℎ (2𝑎𝑖𝑘 − 𝑒, 2𝑎 𝑗 𝑘 − 𝑓 ) (6)

ℓ𝑀𝐹
𝑏 (𝑖𝑘, 𝑗 𝑘) = 1

√
𝐸𝐹

𝐸−1∑
𝑖𝑘=0

𝐹−1∑
𝑗𝑘=0

𝜉𝜙 (𝑎0, 𝑒, 𝑓 ) 𝜙 (𝑎0,𝑒, 𝑓 ) (𝑖𝑘, 𝑗 𝑘)

+ 1
√
𝐸𝐹

∑
ℎ=𝐼,𝑉,𝐷

∞∑
𝑎=𝑎0

𝜉𝜙 (𝑎0, 𝑒, 𝑓 ) 𝜙 (𝑎0,𝑒, 𝑓 ) (𝑖𝑘, 𝑗 𝑘)

×
∑
𝑒

∑
𝑓

𝜙ℎ𝜒 (𝑎0, 𝑒, 𝑓 ) 𝜒ℎ(𝑎,𝑒, 𝑓 ) (𝑖𝑘, 𝑗 𝑘) (7)

Finally, the spectral features are acquired from pre-processed images ℓ𝑀𝐹
𝑏 and obtained the spectral

features 𝑆𝑃𝐷𝑊𝑇
𝑏 are acquired from the DWT.

DCT [29]: It is described as a method used for representing a restricted sequence of input data as the
sum of cosine functions hovers at varied frequencies. The DCT performs the initially encoding pro-
cedure to encode the acquired pre-processed images. DCT generally enhances the contrast, effective
for illumination differentiations while estimating with DWT, simpler and solved the complexity.

The DCT of input pre-processed images ℓ𝑀𝐹
𝑏 (𝑖𝑘, 𝑗 𝑘) is derived in Eq. (8).

ℓ𝑀𝐹
𝑏 (𝑖𝑘, 𝑗 𝑘) = 𝛽 (𝑖𝑘) 𝛽 ( 𝑗 𝑘)

𝐸−1∑
𝑒=0

𝐹−1∑
𝑓 =0

ℓ𝑀𝐹
𝑏 (𝑒, 𝑓 )

cos
(
𝜋 (2𝑖𝑘 + 1) 𝑒

2𝐸

)
cos

(
𝜋 (2𝑖𝑘 + 1) 𝑓

2𝐹

)
,∀0 ≤ 𝑖𝑘 ≤ 𝐸 − 1

∀0 ≤ 𝑗 𝑘 ≤ 𝐹 − 1 (8)

𝛽 (𝑖𝑘, 𝑗 𝑘) =

√

1
(𝐸,𝐹 ) (𝑖𝑘, 𝑗 𝑘) = 0√

2
(𝐸,𝐹 ) (𝑖𝑘, 𝑗 𝑘) ≠ 0

(9)

Similarly, the inverse DCT is derived in Eq. (10).

ℓ𝑀𝐹
𝑏 (𝑒, 𝑓 ) =

𝐸−1∑
𝑒=0

𝐹−1∑
𝑓 =0

ℓ𝑀𝐹
𝑏 (𝑖𝑘, 𝑗 𝑘) cos

(
𝜋 (2𝑖𝑘 + 1) 𝑒

2𝐸

)
cos

(
𝜋 (2𝑖𝑘 + 1) 𝑓

2𝐹

)
,

∀0 ≤ 𝑒 ≤ 𝐸 − 1
∀0 ≤ 𝑓 ≤ 𝐹 − 1 (10)

Then, the spectral features are attained from pre-processed images ℓ𝑀𝐹
𝑏 and obtained the spectral

features from the DWT is termed as 𝑆𝑃𝐷𝐶𝑇
𝑏 .

The final set of spectral features is collectively known as 𝑆𝑃𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙
𝑏 =

{
𝑆𝑃𝐷𝐶𝑇

𝑏 , 𝑆𝑃𝐷𝑊𝑇
𝑏

}
, which

are forwarded to the next level of process.
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4.3 Optimal Spatial and Spectral Feature Selection

The proposed face recognition and verificationmodel uses CP-RHAVSO algorithm for gathering the
most essential features. The optimal features are chosen from the acquired features spatial features
𝑆𝐹𝐷𝑒𝑒𝑝𝐿𝑎𝑏𝑣3

𝑏 and spectral features 𝑆𝑃𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙
𝑏 using CP-RHAVSO algorithm. Here, the extracted

optimal features are correspondingly specified as𝑂𝑆𝐹𝐷𝑒𝑒𝑝𝐿𝑎𝑏𝑣3
𝑏∗ , and 𝑂𝑆𝑃𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙

𝑏∗ . Generally, the
optimal feature selection helps in promoting the performance regarding minimization of training
time, enhancement of accuracy and minimization of the over-fitting issues, eradication of redundant
data, acquisition of best features from the total number of gathered data, etc. Thus, this proposed
work explores the better effectiveness in face recognition model. The spatial features are selected as
5 using CP-RHAVSO algorithm whereas the algorithm selects the spectral features as 5 by the CP-
RHAVSO algorithm. The process of optimal spatial and spectral feature selection from the feature
extraction phase with the incorporation of CP-RHAVSO algorithm is diagrammatically illustrated
in FIGURE 4.

Figure 4: Optimal Spatial and Spectral Feature Selection using CP-RHAVSO algorithm
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4.4 Optimal Weighted Fused Feature Selection

The proposed face recognition and verification model recommends the optimal weighted fused
feature selection for optimally choosing the weighted features and forwarded to the face recognition
framework. Here, the selection of optimal weighted fused features from the optimally chosen spatial
and spectral features are done by CP-RHAVSO algorithm. The process of this optimal weighted
fused feature selection using CP-RHAVSO algorithm is given in Eq. (11).

𝑂𝑊𝐹𝑜𝑏∗ =
(
𝑊𝑔 ×𝑂𝑆𝐹𝐷𝑒𝑒𝑝𝐿𝑎𝑏𝑣3

𝑏∗

)
+
(
(1 −𝑊𝑔) ×𝑂𝑆𝑃𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙

𝑏∗

)
(11)

Here, the chosen optimal weighted fused features are known as 𝑂𝑊𝐹𝑜𝑏∗, the optimized weight is
denoted as 𝑊𝑔 that is tuned by CP-RHAVSO algorithm, the extracted optimal spatial and spec-
tral features are termed as 𝑂𝑆𝐹𝐷𝑒𝑒𝑝𝐿𝑎𝑏𝑣3

𝑏∗ , and 𝑂𝑆𝑃𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙
𝑏∗ , which are chosen by CP-RHAVSO

algorithm. Here, 𝑜𝑏∗ = 1, 2, 3, · · · , 𝑂𝐵∗ and the total amount of optimally selected features are
equivalently derived as 𝑂𝐵∗. Here, the weight 𝑊𝑔 is allocated in the range of [0.01 to 0.99]
using CP-RHAVSO algorithm. The optimal weighted fused features are helpful in acquiring the
noteworthy features and validating the efficiency regarding computational time, robustness, appli-
cability, and reliability. This feature selection with a weighted strategy promotes the performance
owing to the execution time and increasing the predictive efficiency. The recommended model
enhances the accuracy and precision of face recognition along with the reduction of computational
complexity. It finally reduces the redundancy in the gathered data rather than processing the raw
data.

The representation of optimal weighted fused feature selection is illustrated in FIGURE 5.

Figure 5: Optimal weighted fused feature selection using CP-RHAVSO algorithm
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5. ARCHITECTURE OPTIMIZED ADAPTIVE MULTI-SCALE
MOBILENET FOR FACE RECOGNITION AND VERIFICATION

5.1 Proposed CP-RHAVSO

The presented face recognition and verification framework adopts a newCP-RHAVSO technique for
aiding various applications in real-time cases. This strategy helps in promoting the face recognition
from the facial images. This strategy is useful for acquiring the optimal spatial and spectral features,
and optimizing the weight used for getting the optimal weighted fused features, along with the
implementation of AM-Mob by tuning the momentum in M-Mob for promoting higher efficiency
in face recognition and verification with the promotion of superior convergence rate.

AVOA [30] has the ability to acquire optimal solutions, estimated and tested on the standard bench-
mark functions, the ability to avoid local optimization, premature convergence can be solved, lower
computational complexity, and lower execution time, and thus, it is amorewell-known and powerful
optimization technique. However, it affects the global search of individuals in the solution area,
falls into local optimal solutions in a later phase, and slower convergence speed using the own
information of individuals. Lack of exploitation and exploration capability in the later stages is
observed in AVOA. Therefore, RHSO [31] is adopted into this framework for getting the higher
convergence ability towards offering the global optimal solutions along with the perfect balancing
among the exploration and exploitation phases. It has only a few variables for achieving optimal
solutions.

Thus, the integration of both RHSO and AVOA is carried out by adopting the controlling parameter
𝐶𝑃1 for determining the probability of choosing the strategies in the exploration phase of AVOA.
If 𝐶𝑃1 > 5 is satisfied, then, the solutions are determined via RHSO strategy or else the AVOA
updates the solutions. It promotes the superior performance for observing the higher efficiency
regarding convergence rate. The AVOA algorithm is described as follows.

AVOA is designed by taking inspiration from a vulture (a hunting bird). These animals live in a
group and followed a simple lifestyle for acquiring food resources. It lives in Africa and plays an
individual characteristic and thus, it is categorized into three classes inclusive of stronger vultures
known as the Lappet-face vulture, the weaker vulture, and the white-backed vulture. The stronger
and healthy vultures have the ability to encircle weak vultures and received food. The feeding
and finding of several vultures in Africa is modelled in AVOA. AVOA is formulated with the four
strategies with the determination of the n-number of vultures in a search area, determination of
fitness function of entire solutions for getting the categories of vultures including best vultures and
second-best vultures. Then, the natural function is derived for discovering the food, where every
cluster has an incapable vulture for getting the food. Therefore, from the hungry trap, the vultures
are escaped by getting food. Here, the worst solutions are assumed in the 𝑁𝑃−population by taking
the hungriest and weakest vultures and attaining the final best solutions.

In the initial step, after forming the initial population, the fitness among entire solutions is deter-
mined and chosen the best vulture of the initial group is taken as the optimal solution 𝐵𝑉1. Next,
the second-best solution is assumed as the second group 𝐵𝑉2. Then, Eq. (12) derives other vulture
solutions with the movement of getting finer solutions for the initial and second groups. The whole
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population is re-determined in every iteration.

𝑄 ( 𝑗) =
{
𝐵𝑉1 𝑖 𝑓 𝑐𝑝 𝑗 = 𝑆1
𝐵𝑉2 𝑖 𝑓 𝑐𝑝 𝑗 = 𝑆2

(12)

Here, the search operation is determined by estimating the parameters 𝑆1 and 𝑆2, which are assigned
in the range of [0, 1], the Roulette wheel is used for gaining the best solutions with the probability
rate for every group and computed in Eq. (13).

𝑐𝑝 𝑗 =
𝑆 𝑗∑𝑛𝑝
𝑗=1 𝑆 𝑗

(13)

Here, rate of starvation of vultures is known as 𝑆 and derived in Eq. (14).

𝑆 = (2 × 𝑟𝑡1 + 1) × 𝑎 ×
(
1 −

𝑡 𝑗

𝑡max

)
+ 𝑡𝑠 (14)

𝑡𝑠 = 𝑒 ×
(
sin𝑔

(
𝜋

2
×

𝑡 𝑗

𝑡max

)
+ cos

(
𝜋

2
×

𝑡 𝑗

𝑡max

)
− 1

)
(15)

In the aforementioned equations, the rate of starvation of vultures is given as 𝑆, the arbitrary param-
eter is known as 𝑔, the arbitrary parameter in the boundary of [0, 1] is specified as 𝑟𝑡1, the arbitrary
parameter in the boundary of [−2, 2] is indicated as 𝑒, the arbitrary parameter in the boundary of
[−1, 1] is derived as 𝑎, and recent iteration is given as 𝑡 𝑗 and the maximum number of iteration is
noted as 𝑡max.

Then, the exploration phase is carried out with the help of RHSO algorithm.

RHSO algorithm is motivated from the Procavia capensis (Rock hyrax) mammals. It withstands
several ambient temperatures and offers essential feed and water, which takes feeding every data in
a circular motion. It also tries to predict the predators for getting food. If any threats are observed
in the food source, then the alarm will be passed to their group. Moreover, a female is assumed as
the leader of the group. The swarm of rock hyrax is formulated by assuming the leaders and their
members. The leader 𝐹𝐿 selects the best and higher place for observing the residual of the group.
The locations of rock hyrax are updated via Eq. (16).

𝑉 ( 𝑗 , 𝑖) = 𝑉 ( 𝑗 , 𝑖) − (𝐶𝑅 ×𝑉 ( 𝑗 , 𝑖) + 𝐹𝐿) (16)
𝐹𝐿 = 𝑙1 ×𝑉 (𝐹𝐿𝑉 , 𝑖) (17)

𝐶𝑅 =
√(
𝑛𝑝2

1 + 𝑛𝑝2
2
)

(18)

𝑛𝑝1 = 𝑙2 × cos (𝜙) (19)
𝑛𝑝2 = 𝑙2 × sin (𝜙) (20)

Here, the radius in the boundary of [0, 1] is referred to as 𝑙2, a arbitrary number among [0, 360] is
represented by 𝜙 used for illustrating the angle of the move and executed in each generation, 𝐶𝑅
illustrates the circular motion for mimicking the circular system considered for rock hyrax, every
diminution is denoted by 𝑖, the previous position of leader is given as 𝐹𝐿𝑉 , the previous location of
search solution is mentioned as 𝑉 and a arbitrary number among [0, 1] is represented by 𝑙1.

1422



https://www.oajaiml.com/ | September 2023Santhosh Shivaprakash and Sannangi ViswaradhyaRajashekararadhya

The exploitation phase of AVOA is designed with the incorporation of 𝐶𝑃2, and estimated along
with the incorporating of 𝑟𝑡𝐶𝑃2 . Moreover, the competence for food is done with the factor of
|𝑆 | ≥ 0.5. Here, severe competition is noticed for the food collection and distributes the food with
other vultures. However, the weak vultures focus on tiring and getting food from the strong vultures
to gather food and create conflicts among them. This procedure is derived as follows.

𝑉 ( 𝑗 + 1) = 𝐷 𝑓 ( 𝑗) × (𝑆 + 𝑟𝑡4) − 𝑑𝑓 ( 𝑗) (21)
𝑑𝑓 ( 𝑗) = 𝑄 ( 𝑗) −𝑉 ( 𝑗) (22)
𝐷 𝑓 ( 𝑗) = |𝐽 ×𝑄 ( 𝑗) −𝑉 ( 𝑗) | (23)

Here, the recent position vector of vulture is given as 𝑉 ( 𝑗), 𝑄 ( 𝑗) derives the optimal vultures of
the two sets chosen, 𝐽 specifies the coefficient vector utilized for enhancing the motion, and the
arbitrary parameter in the boundary of [0, 1] is specified as 𝑟𝑡4.

Algorithm 1: CP-RHAVSO
Formulate the population and devise the parameters
Execute the fitness among the solutions
While (𝑡 < 𝑡max)

Derive the best and second best solutions
For (every solution)

Devise 𝑄 ( 𝑗) by Eq. (12)
Update 𝑆 by Eq. (14)
If |𝑆 | ≥ 1

If 𝐶𝑃1 > 5
Update the solutions by RHSO using Eq. (16)

End if
Else

Update the solutions by AVOA
If |𝑆 | < 1
If |𝑆 | ≥ 0.5

If 𝐶𝑃2 ≥ 𝑟𝑡𝐶𝑃2
Execute the solutions via Eq. (21)

Else
Execute the solutions via Eq. (24)

End if
Else

If 𝐶𝑃3 ≥ 𝑟𝑡𝐶𝑃3
Execute the solutions via Eq. (27)

Else
Execute the solutions via Eq. (30)

End if
End if
End if

End if
End for

End while
Return the optimal solutions
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The flowchart of the implemented CP-RHAVSO technique is shown in FIGURE 6.

Figure 6: Flowchart of CP-RHAVSO technique for enhancing the face recognition and verification
framework

The next step is to update the solutions via rotational flight as given in Eq. (24).

𝑉 ( 𝑗 + 1) = 𝑄 ( 𝑗) − (𝑅1 + 𝑅2) (24)

𝑅1 = 𝑄 ( 𝑗) ×
(
𝑟𝑡5 ×𝑉 ( 𝑗)

2𝜋

)
× cos (𝑉 ( 𝑗)) (25)

𝑅2 = 𝑄 ( 𝑗) ×
(
𝑟𝑡6 ×𝑉 ( 𝑗)

2𝜋

)
× sin (𝑉 ( 𝑗)) (26)

The arbitrary parameters in the boundary of [0, 1] is specified as 𝑟𝑡5 and 𝑟𝑡6, and the cosine and sine
are correspondingly specified as cos and sin. Then, the second phase of exploitation is determined
based on the aggressive siege-fight scheme with the incorporation of 𝐶𝑃3.

Then, the movement of entire vultures to the food source is estimated and accumulated various
species of vultures are on one food resource. The updating of the position of the recent vector is
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designed by Eq. (27).

𝑉 ( 𝑗 + 1) = 𝑈1 +𝑈2
2

(27)

𝑈1 = 𝐵𝑉1 ( 𝑗) −
𝐵𝑉1 ( 𝑗) ×𝑉 ( 𝑗)
𝐵𝑉1 ( 𝑗) −𝑉 ( 𝑗)2 × 𝑆 (28)

𝑈2 = 𝐵𝑉2 ( 𝑗) −
𝐵𝑉2 ( 𝑗) ×𝑉 ( 𝑗)
𝐵𝑉2 ( 𝑗) −𝑉 ( 𝑗)2 × 𝑆 (29)

The vulture position in the upcoming iteration is denoted as 𝑉 ( 𝑗 + 1).The aggressive competitive-
ness towards food is determined while taking |𝑆 | < 0.5. The weaker vulture fights aggressively for
food and derived this motion as given in Eq. (30).

𝑉 ( 𝑗 + 1) = 𝑄 ( 𝑗) − |𝑑𝑓 ( 𝑗) | × 𝑆 × 𝑙𝑒𝑣𝑦 (𝑑𝑓 ) (30)

Here, the distance of the vulture to one of the optimal vultures of two sets is determined by 𝑑𝑓 ( 𝑗).

Finally, the solution updating is done until reaching the final set of iterations. The pseudo code of
the designed CP-RHAVSO technique is depicted in Algorithm 1.

5.2 Multi-Scale Mobilenet

In this proposed model, M-Mob is selected for recognizing faces to identify the persons from the
acquired facial images. It is the extended version ofMobilenet. M-Mob [32] is particularly designed
based on the adoption of multi-scale convolution kernels into the expansion of channels in the
block of MobileNet. It uses the sigmoid function instead of the hard-swish function for improving
the multi-scalar feature extraction and enhancing the ability of non-linear mapping. This network
comprises three layers. Initially, a kernel size of 3 × 3 is applied with the standard convolution
for extending the input size to 16. Next, the output is normalized using the sigmoid function, and
then, it enhances the non-linear mapping capability. Further, the higher dimensional features are
extracted in the second layer with the M-Mob, and further, the dimension of the output feature
is expanded up to 32 for increasing the elements of details and contents. Next, a kernel size of
1 × 1 is utilized with the standard convolution in the third layer for integrating the features of the
amplified images in a linear way for getting the final outcomes. Generally, Mobilenet is designed
by taking the earlier depth separable convolution and the residual framework is inverted with the
linear bottleneck. The convolution is reduced to depth separable convolution for factorizing the
common convolution whenmanaging a superior representation capability. The dimension of feature
maps in the input is extended and filtered the expanded feature maps with a depthwise lightweight
convolution. The residual connection of Mobilenet is similar to the Residual network while using a
similar shape of the input and output. Next, the gradient vanishing issue of deep networks is dealt
with by the residual connection in the network. The attention strategy is enhanced in the M-Mob.
Moreover, the squeeze-and-excitation module is adopted into the M-Mob for performing the linear
integration of the expanded feature maps. Then, on every channel, the average pooling is carried
out via the same module. The weights are further attained via the fully connected layers and then,
the scaling of expanded feature maps is performed for getting the salient feature maps. In addition,
the input channels are extended by adopting the varied sizes of convolutional kernels that are taken
from the Inception module. Next, the fine scale is used for extracting the details on the acquired
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optimal weighted fused features. Therefore, it is more useful in recognizing the salient regions on
the coarse scale. The multi-scale features are produced with varied sizes of convolutional kernels.
The channel-extended convolution is adopted with the kernels of 1 × 1 and 3 × 3 convolutions.
here, the kernels of 3 × 3 convolutions are focused on the regional ones based on the coarse scale
nature whereas the kernels of 1 × 1 are adopted on the fine scale with the examination of pixel
relations. Therefore, it acquires the regional and details on salient features for getting the final
outcomes. The channel-wise concatenation of convoluted feature maps is performed on the output
channel number of every kernel. The shallow network is endowed with the squeeze-and-excitation
module to carry out the average pooling operation to maximize the global saliency with the higher
recognition capability.

5.3 Adaptive Multi-Scale Mobilenet

This recommended face recognition and verification framework suggests a novel AM-Mob for
performing the recognition of faces with the introduction of CP-RHAVSO algorithm. It helps in
maximization of accuracy to promote the recognition ability. This AM-Mob framework using
CP-RHAVSO algorithm helps in the recognition of faces with the person by taking the input as
optimal weighted fused features. If any new untrained data is given into this framework, then this
model exhibits the output as unrecognized faces. Thus, this framework is highly recommendable for
promoting the superior efficiency on face recognition. Here, the momentum coefficient in M-Mob
is optimized using CP-RHAVSO algorithm. It promotes the higher recognition rate. The aim of this
work is to enhance the accuracy rate of the recommended AM-Mob framework for face recognition
as modelled in Eq. (31).

𝐿𝐾 = arg min{
𝑊𝑔,𝑂𝑆𝐹

𝐷𝑒𝑒𝑝𝐿𝑎𝑏𝑣3
𝑏∗ ,𝑂𝑆𝑃

𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙
𝑏∗ ,𝑀𝐶

}
(

1
𝐴𝑐𝑟𝑦

)
(31)

In Eq. (31), the weight𝑊𝑔 is tuned in the range of [0.01 to 0.99] and momentum coefficient in M-
Mob 𝑀𝐶 is tuned by CP-RHAVSO algorithm with the range of [0.01 to 0.99]. Thus, the accuracy
𝐴𝑐𝑟𝑦 is derived in Eq. (32).

𝐴𝑐𝑟𝑦 =
(𝑞𝑟𝑚 + 𝑞𝑟𝑛)

(𝑞𝑟𝑚 + 𝑞𝑟𝑛 + 𝑞𝑟 𝑝 + 𝑞𝑟𝑞) (32)

Here, terms 𝑞𝑟𝑞, 𝑞𝑟𝑛, 𝑞𝑟 𝑝, and 𝑞𝑟𝑚 indicates the “false negatives, true negatives, false positives,
and true positives”. This model finally achieves high quality outcomes to recognize the faces from
the acquired datasets along with the optimization of momentum coefficient inM-Mob. The momen-
tum coefficient utilizes the theory of ‘exponentially weighted average’ of the gradients for training
along with the gradient descent technique. FIGURE 7 illustrates the diagrammatic representation
of AM-Mob framework using CP-RHAVSO algorithm.
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Figure 7: Recommended AM-Mob framework for face recognition using CP-RHAVSO algorithm

6. RESULTS AND EVALUATION

6.1 Simulation Setup

The proposed face detection model was evaluated in Python and estimated the performance over
standard performance metrics along with factors including the maximum number of iterations was
taken as 25, the number of population as 10, and the length of the solution was assumed as 12.
The effectiveness was analyzed over techniques including Water Strider Algorithm (WSA) [33],
Coronavirus Herd Immunity Optimization Algorithm (CHIA) [34], RHSO [31], and AVOA-M-Mob
[30], CNN [23], DCNN [20], DBN [24], and M-Mob [32].

6.2 Performance Metrics

The standard measures listed for estimating the efficiency of this model are illustrated here.

(a) F1 score is equated in Eq. (33).

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2𝑞𝑟𝑚
2𝑞𝑟𝑚 + 𝑞𝑟 𝑝 + 𝑞𝑟𝑞 (33)

(b) Mathews correlation coefficient (MCC) is equated in Eq. (34).

𝑀𝐶𝐶
= 𝑞𝑟𝑚×𝑞𝑟𝑛−𝑞𝑟 𝑝×𝑞𝑟𝑛√

(𝑞𝑟𝑚+𝑞𝑟 𝑝) (𝑞𝑟𝑚+𝑞𝑟𝑞) (𝑞𝑟𝑛+𝑞𝑟 𝑝) (𝑞𝑟𝑛+𝑞𝑟𝑞)
(34)
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(c) False Discovery Rate (FDR) is formulated in Eq. (35).

𝐹𝐷𝑅 =
𝑞𝑟 𝑝

𝑞𝑟 𝑝 + 𝑞𝑟𝑚 (35)

(d) False Negative Rate (FNR) is shown in Eq. (36).

𝐹𝑁𝑅 =
𝑞𝑟𝑞

𝑞𝑟𝑚 + 𝑞𝑟𝑛 (36)

(e) Negative Predictive Value (NPV) is derived in Eq. (37).

𝑁𝑃𝑉 =
𝑞𝑟𝑛

𝑞𝑟𝑞 + 𝑞𝑟𝑛 (37)

(f) False positive rate (FPR) is given in Eq. (38).

𝐹𝑃𝑅 =
𝑞𝑟 𝑝

𝑞𝑟 𝑝 + 𝑞𝑟𝑛 (38)

(g) Sensitivity is derived in Eq. (39).

𝑆𝑒 =
𝑞𝑟𝑚

𝑞𝑟𝑚 + 𝑞𝑟𝑞 (39)

(h) Specificity is formulated in Eq. (40).

𝑆𝑝𝑐 =
𝑞𝑟𝑛

𝑞𝑟𝑛 + 𝑞𝑟 𝑝 (40)

(i) Precision is indicated as 𝑝𝑐, and formulated in Eq. (41).

𝑝𝑐 =
𝑞𝑟𝑚

𝑞𝑟𝑚 + 𝑞𝑟 𝑝 (41)

6.3 Estimation on Feature Extraction

The performance of the recommended face recognitionmodel is verified in terms of optimal weighted
fused feature selection as given in TABLE 2. The recommended optimal weighted fused feature
using CP-RHAVSO algorithm acquires higher performance rate while differentiating it with other
methods. Without optimization, the recommended CP-RHAVSO algorithm surpasses the perfor-
mance and enhances the efficiency.

6.4 Analysis Over Varying the Learning Percentages on Heuristic Strategies

The competency of the suggested face recognition model is verified over standard algorithms for
two diverse datasets as shown in FIGURE 8, and FIGURE 9. The CP-RHAVSO algorithm-based
AM-Mob is implemented for face recognition framework that increases the overall enhancement
of the designed strategy and achieved superiority over conventional methods. For example, the
F1-score of the implemented AM-Mob using CP-RHAVSO algorithm at 55% is 53%, 50%, 33%,
and 25% maximized in that order of WSA-M-Mob, CHOA-M-Mob, RHSO-M-Mob and AVOA-
M-Mob techniques for the dataset 1. Consequently, the implemented model surpasses the superior
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Table 2: Estimation on the optimal weighted fused feature selection with other feature selection
approaches for the face recognition and verification framework

Terms Spatial Features Spectral Features Fused spatial Optimal weighted
using using DWT and spectral fused feature using

Deeplabv3 and DCT features CP-RHAVSO algorithm
Dataset 1
“Accuracy” 92.08986 91.57597 94.70474 96.27194
“Sensitivity” 92.1 91.6 94.77143 96.28571
“Specificity” 92.08984 91.57592 94.70461 96.27192
“Precision” 2.280114 2.132606 3.462386 4.921073
“FPR” 7.910163 8.424077 5.295391 3.728085
“FNR” 7.9 8.4 5.228571 3.714286
“NPV” 92.08984 91.57592 94.70461 96.27192
“FDR” 97.71989 97.86739 96.53761 95.07893
“F1-score” 4.450058 4.16817 6.680698 9.363582
“MCC” 0.138027 0.13261 0.17573 0.213253
Dataset 2
“Accuracy” 92.13867 91.56533 94.704 96.27467
“Sensitivity” 92 91.6 94.53333 96.4
“Specificity” 92.1415 91.56463 94.70748 96.27211
“Precision” 19.28452 18.14101 26.71439 34.54372
“FPR” 7.858503 8.435374 5.292517 3.727891
“FNR” 8 8.4 5.466667 3.6
“NPV” 92.1415 91.56463 94.70748 96.27211
“FDR” 80.71548 81.85899 73.28561 65.45628
“F1-score” 31.8854 30.28433 41.65687 50.86177
“MCC” 0.400967 0.386413 0.487187 0.56517

efficiency over various heuristic strategies for dataset 2 also. Therefore, the recommended model
is more applicable for detecting the faces in the acquired datasets.

6.5 Analysis Over Varying the Learning Percentages on Classifiers

The performance of the proposed face recognition framework is estimated over various classifiers
for two datasets as shown in FIGURE 10, and FIGURE 11. The suggested CP-RHAVSO algorithm-
based AM-Mob framework attains higher recognition performance while estimating with other
strategies. Thus, the accuracy of the implemented CP-RHAVSO algorithm-based AM-Mob for
dataset 2 at 85% is 15%, 12%, 8.8%, and 6.5% enhanced in that order of CNN, DCNN, DBN and
M-Mob techniques. Therefore, the offered approach has clearly exhibited the superiority over other
deep learners.
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(a) (b)

(c) (d)

(e)

Figure 8: Inspection on the recommended face recognition model over heuristic algorithms by
differing the learning percentages for dataset 1 respect to “(a) Accuracy, (b) F1-Score,
(c) MCC, (d) NPV, and (e) Precision”

1430



https://www.oajaiml.com/ | September 2023Santhosh Shivaprakash and Sannangi ViswaradhyaRajashekararadhya

(a) (b)

(c) (d)

(e)

Figure 9: Inspection on the recommended face recognition model over heuristic algorithms by
differing the learning percentages for dataset 2 respect to “(a) Accuracy, (b) F1-Score,
(c) MCC, (d) NPV, and (e) Precision”
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(a) (b)

(c) (d)

(e)

Figure 10: Inspection on the recommended face recognition model over deep learning algorithms
by differing the learning percentages for dataset 1 respect to “(a) Accuracy, (b) F1-Score,
(c) MCC, (d) NPV, and (e) Precision”
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(a) (b)

(c) (d)

(e)

Figure 11: Inspection on the recommended face recognition model over deep learners by differing
the learning percentages for dataset 2 respect to “(a) Accuracy, (b) F1-Score, (c) MCC,
(d) NPV, and (e) Precision”
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(a) (b)

(c) (d)

(e)

Figure 12: Inspection on the recommended face recognition model over heuristic algorithms by k-
fold for dataset 1 respect to “(a) Accuracy, (b) F1-Score, (c) MCC, (d) NPV, and (e)
Precision”
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(a) (b)

(c) (d)

(e)

Figure 13: Inspection on the recommended face recognition model over heuristic algorithms by k-
fold for dataset 2 respect to “(a) Accuracy, (b) F1-Score, (c) MCC, (d) NPV, and (e)
Precision”
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(a) (b)

(c) (d)

(e)

Figure 14: Examination on the designed anomaly frame classification model over deep learners
for dataset 1 regarding “(a) Accuracy, (b) F1-Score, (c) FDR, (d) FNR, (e) FPR, (f)
Precision, (g) MCC, (h) NPV, (i) Sensitivity and (j) Specificity”
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(a) (b)

(c) (d)

(e)

Figure 15: Inspection on the recommended face recognition model over deep learners by k-fold for
dataset 2 respect to “(a) Accuracy, (b) F1-Score, (c) MCC, (d) NPV, and (e) Precision”

1437



https://www.oajaiml.com/ | September 2023Santhosh Shivaprakash and Sannangi ViswaradhyaRajashekararadhya

(a) (b)

Figure 16: Inspection on the convergence rate of the recommended face recognition model for “(a)
Dataset 1, and (b) Dataset 2”

6.6 Analysis on K-Fold Over Heuristic Algorithms

The examination on the recommended face recognition framework is analyzed in terms of k-fold
variations over heuristic strategies for two datasets as depicted in FIGURE 12, and FIGURE 13. The
proposed CP-RHAVSO algorithm-based AM-Mob reaches higher efficiency in the face recognition
framework over other deep learners. For example, the precision of the suggested CP-RHAVSO
algorithm-based AM-Mob at 5 fold is 65%, 88%, 55%, and 4.6% improved in that order of WSA-
M-Mob, CHOA-M-Mob, RHSO-M-Mob and AVOA-M-Mob techniques for the dataset 1. Finally,
the designed strategy increases the superior performance over traditional methods.

6.7 Analysis on K-Fold Over Classifiers

The k-fold analysis on the designed face recognition model over various classifiers for two datasets
are correspondingly specified in FIGURE 14, and FIGURE 15. From the analysis, the suggested
CP-RHAVSO algorithm-based AM-Mob exhibits the higher effectiveness over other deep learners
and also promoted the real-time efficiency of the face recognition framework.

6.8 Convergence Rate Estimation

The convergence rate of the advanced face recognition model using suggested AM-Mob using
CP-RHAVSO algorithm for two datasets is given in FIGURE 16. The effectiveness in terms of
convergence rate using CP-RHAVSO is examined and shown the superior performance by reaching
the minimum cost function over other heuristic strategies.
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Table 3: Comparative examination on the proposed face recognition framework over two datasets
in estimating with traditional heurisitc algorithms

Terms WSA-M- CHOA-M- RHSO-M- AVOA-M- CP-RHAVSO-
Mob [33] Mob [34] Mob [31] Mob [30] M-Mob

Dataset 1
“Accuracy” 91.17243 92.42334 93.35 94.02534 96.27194
“Sensitivity” 91.17143 92.47143 93.37143 94.15714 96.28571
“Specificity” 91.17243 92.42325 93.34996 94.02508 96.27192
“Precision” 2.027776 2.387424 2.736766 3.061381 4.921073
“FPR” 8.827569 7.576754 6.650043 5.974921 3.728085
“FNR” 8.828571 7.528571 6.628571 5.842857 3.714286
“NPV” 91.17243 92.42325 93.34996 94.02508 96.27192
“FDR” 97.97222 97.61258 97.26323 96.93862 95.07893
“F1-score” 3.967314 4.654675 5.317669 5.929958 9.363582
“MCC” 0.128599 0.141878 0.153656 0.16397 0.213253
Dataset 2
“Accuracy” 91.14667 92.38133 93.36 94.016 96.27467
“Sensitivity” 91.33333 92.26667 93.06667 94.13333 96.4
“Specificity” 91.14286 92.38367 93.36599 94.01361 96.27211
“Precision” 17.38579 19.8224 22.25765 24.29456 34.54372
“FPR” 8.857143 7.616327 6.634014 5.986395 3.727891
“FNR” 8.666667 7.733333 6.933333 5.866667 3.6
“NPV” 91.14286 92.38367 93.36599 94.01361 96.27211
“FDR” 82.61421 80.1776 77.74235 75.70544 65.45628
“F1-score” 29.21109 32.63381 35.92383 38.62144 50.86177
“MCC” 0.376555 0.407865 0.437117 0.46155 0.56517

6.9 Comparative Analysis

The comparative examination on the designed face recognition and verification framework is in-
spected for datasets over existing frameworks as given in TABLES 3 and 4. The sensitivity of the
recommended CP-RHAVSO-M-Mob is 5.6%, 4%, 3%, and 2.2% maximized in that order of WSA-
M-Mob, CHOA-M-Mob, RHSO-M-Mob, and AVOA-M-Mob techniques for dataset 1. Similarly,
for the dataset 2, the precision of the recommended CP-RHAVSO-M-Mob is 61%, 54%, 99%, and
46% enhanced in that order of CNN, DCNN, DBN, and M-Mob. Consequently the designed model
has finally ensured the higher efficiency over other methods.
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Table 4: Comparative examination on the proposed face recognition framework over two datasets
in estimating with traditional deep learners

Terms CNN [23] DCNN [20] DBN [24] M-Mob [32] CP-RHAVSO-M-Mob
Dataset 1
“Accuracy” 90.51366 92.02246 92.6834 94.55623 96.27194
“Sensitivity” 90.65714 92.1 92.57143 94.64286 96.28571
“Specificity” 90.51337 92.0223 92.68362 94.55605 96.27192
“Precision” 1.879105 2.261248 2.472895 3.36667 4.921073
“FPR” 9.48663 7.977698 7.316376 5.443945 3.728085
“FNR” 9.342857 7.9 7.428571 5.357143 3.714286
“NPV” 90.51337 92.0223 92.68362 94.55605 96.27192
“FDR” 98.1209 97.73875 97.5271 96.63333 95.07893
“F1-score” 3.681893 4.414121 4.81711 6.502046 9.363582
“MCC” 0.122821 0.137395 0.144727 0.173 0.213253
Dataset 2
“Accuracy” 90.47733 92.016 92.64 94.55733 96.27467
“Sensitivity” 90.53333 92.13333 92.8 94.66667 96.4
“Specificity” 90.47619 92.01361 92.63673 94.5551 96.27211
“Precision” 16.24791 19.05681 20.45855 26.1896 34.54372
“FPR” 9.52381 7.986395 7.363265 5.444898 3.727891
“FNR” 9.466667 7.866667 7.2 5.333333 3.6
“NPV” 90.47619 92.01361 92.63673 94.5551 96.27211
“FDR” 83.75209 80.94319 79.54145 73.8104 65.45628
“F1-score” 27.55123 31.58135 33.52601 41.0286 50.86177
“MCC” 0.360413 0.398612 0.416459 0.48233 0.56517

7. CONCLUSION

This work has focused on recognizing and verifying the faces in the acquired facial images for
promoting several applications. Thismodel has performed the pre-processing as the essential step by
the median filtering approach with the aim of eradicating the noise in these images. Next, the spatial
features were extracted by DeepLabV3, and the spectral features were acquired using DWT and
DCT methods. Then, these features were fed to the proposed CP-RHAVSO algorithm for gathering
the optimal spectral features and optimal spatial features for further process. These features were
multiplied with the optimized weight with the objective of getting the weighted fused features,
where the weights were tuned by the CP-RHAVSO algorithm. At last, the obtained weighted
fused features were fed to the AM-Mob for recognizing the faces, where the parameters in M-Mob
were optimized by CP-RHAVSO algorithm for gaining the precise and optimal outcomes. Thus,
this model has recognized the facial images of persons with the higher accuracy rate. With the
performance evaluation, the accuracy of the prescribed CP-RHAVSO-M-Mob is 6%, 4.6, 3.9%, and
1.8% consequently higher in that order of CNN, DCNN, DBN, andM-Mob for dataset 2. Therefore,
the recommended model has ensured the better face recognition and verification results over other
approaches.
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