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Abstract
Various approaches to improve the classification rate of neural networks (NN) exist. Nev-
ertheless, the application of integrity constraints to mitigate this rate is novel. This paper
investigates the effectiveness of integrity constraints (ICs or short: constraints) to improve
the performance of neural networks (NNs). This applies in particular to data reduction in
training data. The study starts with the application of ICs to the initial NN classification,
focusing on the development of data set-specific constraints. These constraints are created
by machine learning algorithms, such as multiple linear regression. The method consists
of applying these constraints to the misclassified data sets from different tests with the aim
of reducing the misclassification rate. The effectiveness of this approach is quantified by
comparing the original misclassification rates with those after applying the IC, where a sig-
nificant reduction was observed in three different test cases. For example, one test case can
be described as significant: In Test 1, the misclassification rate decreased from 0.78% to
0.19%, which corresponds to a reduction of 75.6%. Similar improvements were observed
in the subsequent tests, underlining the potential of ICs to improve classification accuracy.
Thus, this study provides convincing evidence that the NNIC approach is a valuable tool for
mitigating misclassification problems in neural network applications. The combination of
training a NN and subsequently apply ICs from the training data (NNIC approach) is new
and the experimental results indicate evidence for improving the classification rate.
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1. INTRODUCTION

Training data for AI systems lack often in integrity, since they are biased [1]. There exist only
a few approaches to mitigate bias in data, e.g. [2], provide an approach that searches and adds
missing knowledge to improve the quality of training data. The challenge of deficient data can also
rely on the size of the data set, or with other words an inadequate number of (positive) examples.
Various approaches to improve the classification rate of neural networks (NN) exist. Nevertheless,
the application of integrity constraints to mitigate this rate is novel. The presented approach NNIC,
to apply integrity constraints (short: IC) to neural networks (short: NN), mitigates this problem by
adding so-called integrity constraints to strength positive examples, and thus, ensures the exclusion
of negative examples during training.

Integrity constraints are expressions that ensure the correctness and consistency of the data [3, 4]. In
this paper, a semi-automatic approach is proposed to reduce biases in the training data for NN. ICs in
general cannot be logically derived from data: Training and data contain examples of general rules,
the ICs are [4]. The NNIC approach consists of two phases: First, the most promising variables (aka
attributes) are automatically selected from the data, then these attributes are combined into ICs. The
last step may be supported by a human expert.

To evaluate the effectiveness of the ICs, the mushroom data set [5], is applied to the NNs and the
extracted ICs. This data set contains various attributes of fungi, that are aimed to reason the variable
edible. For this purpose, three NNs are trained with training data sets of different sizes. After
training, each NN is evaluated with the corresponding test data set to determine the misclassification
rate for each NN. In order to improve the classification results, the misclassified instances are
identified. Subsequently, a semi-automatic check is carried out to determine which attributes lead
to a correct classification of the variable edible. These attributes are combined to ICs. Hence, using
ICs, the number of incorrectly classified data can be reduced. As result, the application of ICs lowers
the misclassification rate, especially for training data sets with a smaller number of instances.

The paper is organized as follows: Related work for NNs and ICs is presented in Section 2. Then,
in Section 3 the NNIC approach is described including basic definitions. Section 4 contains a de-
scription of the data set mushroom for the evaluation. Subsequently, two evaluations are performed
and discussed: First, training NNs with the mushroom data set (Section 5), and second, applying
the NNIC approach to the trained NN and evaluation of the performance increase (Section 6). The
paper concludes with a summary and an outlook for future research.

2. RELATEDWORK

The related work can be divided into two main components: The first section focuses on the quality
of neural network models, their motivation and evaluation. In the second section, we provide an
overview of constraints in the forehand data science context.
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2.1 Quality of Neural Network Models

An artificial neural network can analyze data patterns to solve various types of problems [6, 7]. To
use this technology, it has to be decided which challenge should be solved, for example, there are
different types of problems such as classification problems or time series prediction [6, 8]. After
selecting the model, the database should be divided into training and test data. In general, training
data is important to analyse and learn patterns, while test data is essential to prove that the model
detects the right patterns [8, 9].

To ensure model quality is one of the major challenges in implementing a NN. Model quality can be
divided into data quality and real model performance. The next paragraph provides a brief overview
of data quality, followed by real model performance.

For the implementation of a standardized NN, the GIGO paradigm, also known as the ”garbage
in, garbage out” paradigm [10], plays an important role for data quality. This means that the
quality of the input data must be good to get a good result, and if training is done on a biased or
degraded data set, it will lead to worse results. Therefore, most NN implementations require a large
and unbiased data set. Other approaches can be used to improve data quality, such as Principal
Component Analysis (PCA). PCA is a statistical technique that eliminates redundancies within a
high-dimensional vector to reduce the dimensions of a given data set [11].

Beyond data quality considerations, the performance of the model must be examined more closely.
Several approaches can be used to validate the performance of a given model. For instance, preci-
sion (also known as positive predictive value) and recall (also known as sensitivity) are common
performance metrics used to evaluate model performance. In addition to the specified performance
metrics, a comparative analysis of different typologies of neural networks is also possible. These
networks can be distinguished by their respective optimizations, activation functions, the size of the
input and output dimensions, and the number of hidden layers, each of which has its own strengths
and weaknesses. Therefore, before implementing an NN, a decision has to be made about the
suitability of the NN topology for the given problem. If there are different possible topologies
for a given problem, e.g., a classification problem can be solved by applying, both, a convolutional
[12], and a recurrent NN [13], the results can be compared via a confusion matrix. To select the best
model, GridSearchCV can be used to compare the different model results and select the best model
according to the given problem [14]. In addition to the network topologies, the above-mentioned
performance indicators can also be included [15]. After getting the results from the model with the
best parameters, it is important to cross-validate the model. Cross-validation allows to check if the
model has memorized the given training data or if the model recognizes a true correlation, such as
a pattern. Only in the second case the specific model can be used to solve a given problem. During
this process, the model is trained and tested with different training data to prove if the result will be
the same as before doing the cross-validation [15, 16].

According to insights derived from performance metrics, the application of NN in different contexts
inevitably leads to some degree of misclassification in predicted outcomes. Tomitigate this problem
and improve the accuracy of predictions, especially when working with a limited data set, the
implementation of constraints can be a strategic approach.
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2.2 Constraints in Logic and NN

Constraints are well-known from the fields of databases and inductive logic programming [3, 17,
18], and numerous applications [4, 19, 20]. In logic, constraints are applied as clauses and as an
example, we consider the following financial implication [3]:

credit⇝ credit_worthy (1)

which ensures that, if someone has a credit, then s/he has a credit worthiness.

Constraints are applied to broad applications: Šestak and Turkanović [4], discuss the use of con-
straints for graph databases and their impact on causality. Yang et al. [20], consider the management
of constraints for Web applications that rely on databases. Salehi et al. [21], propose a formal and
more exhaustive classification of constraints in spatiotemporal databases relying on space and time.
And Linares-Vásquez et al. [22], elaborate the usage of database tables and attributes and schema
constraints in database-centric applications, to name a few applications of constraints in different
fields.

For NN constraints can also be applied: Usman [23], provides a constraint-based technique for
repairing NN classifiers. The technique aims to fix the logic of the network at an intermediate layer
or at the last layer. Their approach first uses fault localization to find potentially faulty network
parameters (such as the weights) and then performs repair using constraint solving to apply small
modifications to the parameters to remedy the defects. AndHe and Sarangapani [24], investigate and
develop reinforcement learning NN-based controller, where constraints in the input of the training
data tackle non-linearity in the time-based data. In contrast to their approach constraints are applied
in the following NNIC approach to the output of the NN in order to improve the learning result and
to reduce misclassification.

The NNIC approach in the subsequent section is based on NN and constraints. Both methods were
considered separately in this section, since this kind of combining these both methods is novel as
depicted in the NNIC approach.

3. THE NNIC APPROACH

The idea of the NNIC approach is to train a NN and subsequently to reduce classification errors by
excluding incorrect learned patterns using ICs (FIGURE 1). The proposed approach consists of the
following steps:

NN training: The NN is initially trained using a given dataset.

Identification of misclassified data: After the NN has been trained, instances that have been mis-
classified by the NN are identified. These misclassified instances serve as the basis for the
generation of the ICs.

IC generation: The IC generation step uses pattern recognition techniques to identify common
attributes of misclassified data. These patterns are then rewritten as constraints.
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Application of ICs to misclassified data: The formulated ICs are then applied to the classification
result in order to eliminate misclassified data.

Figure 1: The NNIC approach to reduce errors in trained NNs.

ICs are based on clauses, which are defined as [17]:

Definition 1 Clause.
c1 ∨ . . . ∨ ck

where 𝑐𝑖 are (negated) propositions.

Hence, we apply ICs from the propositional logic [17], to the NN:

Definition 2 Integrity Constraint (short: constraint).
p1 ∨ . . . ∨ pn⇝ c1 ∧ · · · ∧ cm

where 𝑝𝑖 (𝑖 = 0, . . . , 𝑛) and 𝑐𝑘 (𝑘 = 0, . . . , 𝑚) are propositions.

An integrity constraint is a logical implication, where the premise or the conclusion can be empty
and/or several conclusions may exist (a conclusion is a proposition). An empty premise means
𝑡𝑟𝑢𝑒 and an empty conclusion means 𝑓 𝑎𝑙𝑠𝑒. As an example consider Eq. 1. The expressiveness
of ICs exceeds that of rules, since they can represent both disjunctive and negated knowledge (see
also Englert [3]). Note, the IC 𝑎 ∨ 𝑏 ⇝ 𝑐 ∧ ¬𝑑 can be rewritten as ¬𝑎 ∨ ¬𝑏 ∨ ¬𝑐 ∨ 𝑑, since
𝑎 → 𝑏 ⇔ ¬𝑎 ∨ 𝑏 and ¬(𝑎 ∨ 𝑏) ⇔ ¬𝑎 ∧ ¬𝑏.

In order to get ICs from a training sample, incorrect patterns are generalized as follows: In a first
step they are marked automatically and then, in a second step the most frequent common attributes
of the marked patterns build the ICs. These ICS may be revised by an expert in an optional step.
Thus, NNIC is a semi-automatic approach. An expressive example is depicted and evaluated in the
following sections.

4. MUSHROOM DATA SET

To evaluate the approach of using NNICs, a data set called mushroom was used. The given data
set contains 8124 instances and 22 categorical attributes to describe 23 species of gilled mushrooms
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Table 1: NNIC evaluation mixing rations related to the complete data set

Test Training data Test data Rest data (fixed)
1 76.0% 19.0% 5.0%
2 72.5% 22.5% 5.0%
3 47.5% 47.5% 5.0%

of the families Agaricus and Lepiota as edible, poisonous or of unknown edibility and not recom-
mended. The latter is also classified as poisonous. In conclusion, there are two labels known as
poisonous and edible. As mentioned before, the other attributes are categorical [5]. To train a NN
model, the classification labels of poisonous’ and edible’ were defined. The attributes were encoded
using the one-hot method, where each value of an attribute is assigned a boolean value. For instance,
the categorical attribute gill size’ had two possibilities: broad (b)’ and ‘narrow (n)’. After one-hot
encoding, there were two attributes: gill-size_broad” and gill-size_narrow,” with a value of True (1)
or False (0). This encoding prepared the data set for use in a NN classification, determining whether
a mushroom was poisonous or edible. Once the data set was prepared, PCA was used to identify
the attributes describing the highest variance. In this case, the explained variance was set to 95%
which means that the adjusted data set contains only the values with a significant influence, in other
words, as many attributes as were needed to reach the threshold of 95% explained variance. This
step reduced the number of attributes (119 attributes after one-hot coding) to the significant ones (39
attributes after using PCA). The purpose of using the NNICmethod is to minimize the data set while
maintaining a high level of performance. After implementing NNIC, the amount of misclassified
data with a reduced data set should be equal to or slightly worse than without the NNIC method.

5. EVALUATION OF THE MUSHROOM DATA SET WITH NNs

In order to establish a uniform testing procedure, the given data set was split into a 5% portion,
called the “rest data” and a 95% portion, which was split differently between training and test data
sets depending on the test. Although there are training and test data in the 95% portion, the rest of
the data can be used to backtest the NNIC with an before unseen data sample. After dividing the
data set, three different mixing ratios were defined as follows:

Three different tests were set up for the evaluation. Each of these tests has 5% rest data and a
decreasing amount of training data accompanied by an increasing amount of test data.

Several tests were performed to evaluate the NNIC approach. The first NN was run with a large
amount of training data, using 76% of the data for training. In the second test, the training data was
slightly reduced to 72.5%. The third test was run with less than half of a complete data set. The rest
of the data was fixed to 5% of the full data set, as mentioned above.

After implementing different tests, every test was performed due to a, for the test standardized,
multi-layer perceptron (MLP). The hyperparameter optimization was also performed with the same
selection of hyperparameters using GridSearchCV. It is noticeable that the hyperparameters for Test
2 & 3 remained constant compared to Test 1:
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• 'activation': 'relu'

• 'hidden_layer_sizes': (128, 64)

• 'solver': 'adam'

In Test 1 they are different:

• 'activation': 'tanh'

• 'hidden_layer_sizes': (64, 32)

• 'solver': 'adam'

Further analysis was conducted using the topology based on the hyperparameters above. A confu-
sion matrix was generated for each test after performing 5-fold cross-validation to demonstrate the
classification’s performance.

After classifying each NN without the NNIC, the results of the tests were presented as follows:
For each test, a confusion matrix shows the rate of true/false positive and negative classifications.
In order to compare the given results of the tests, a combined confusion matrix is implemented
that shows n, the sum of misclassified data, and calculates the false classification rate for each test
situation by dividing the sum of misclassified data by n. This combined confusion matrix is used to
compare the results of the tests. This combined confusion matrix will be used to compare the results
of Test 2. The first test, with a training data ratio of 76.0%, resulted in 824 true positives and 708
true negatives for the classification of edible and poisonous mushrooms respectively, with a total of
12 misclassified instances, leading to a false classification rate of 0.78%, see also FIGURE 2.

When the amount of training data in the second test is reduced and combined with the first test,
the performance of the neural network decreases, see FIGURE 3. With 72.5% training data, true
positives decreased to 319 and true negatives to 1449, while misclassified instances increased to 60,
resulting in a higher false classification rate of 3.28% in TABLE 2.
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Figure 2: Confusion matrix of the first data set

Figure 3: Confusion matrix of the second data set
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Figure 4: Confusion matrix of the third data set

Furthermore, the misclassification rate increases even more, up to 3.78% in the final test, where the
training set is further reduced, see FIGURE 4, and TABLE 2. In this third test, with an equal training
and test data ratio of 47.5%, the system correctly classified 740 edible and 2973 poisonous instances,
but misclassified 146 instances, increasing the false classification rate to 3.78%. Reducing the
size of the training data for the neural network increases the false classification rate, as shown by
these results. Therefore, minimising a data set to save resources is likely to result in poor model
performance, even if the misclassification rate remains below 4%.

Table 2: Results of the classification matrices of the three tests.
true label/predicted label Test 1 Test 2 Test 3
p/p 708 1449 2973
p/e 10 26 146
e/p 2 34 0
e/e 824 319 740
n 1544 1828 3859
sum of misclassified data 12 60 146
false classification rate 0.78% 3.28% 3.78%

To address the research problem of reducing the data set while achieving comparable results, the
following mushroom experiment for the NNIC approach will be implemented in the upcoming
section.
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6. APPLYING THE NNIC APPROACH TO THE MUSHROOM DATA SET
EVALUATION AND BACKTESTING

A systematic approach was used to determine the effectiveness of ICs in improving the performance
of NN in the context of data reduction. After initial classification by the NN, ICs were created by
data set-specific rules or by data set-specific patterns. This process can be performed using either
machine learning algorithms, such as multiple linear regression, or using the expertise of a human
expert which requires additional effort and may lack in the availability of domain-specific human
experts, and thus, should be avoided.

The process described below is semi-automated. To understand how this process works, it is de-
scribed using the misclassified data set from Test 3. The misclassified data set (extract from the
TABLE 3) contains 82 columns and 148 rows. The first row contains the column headers/variables
and the last row automatically calculates the sum of the 𝑇𝑟𝑢𝑒 bool values. The dependent variables
such as class_edible and class_poisonous are specified in the first two columns. The variables
formulation of the ICs and test of the ICs are declared in the last two columns.

Table 3: Table of Misclassified Values in Test Case 3 Extract
class_edible class_poisonous cap-shape_bell … gill-size_narrow gill-color_black Formulation of the ICs Testing the ICs
False True True … False False x x
False True False … True False x x
...

...
...

...
...

...
...

...
NaN NaN NaN … NaN NaN NaN NaN
0 146 48 … 47 0 104 104

When creating the ICs, a detailed analysis of the predominant variables was conducted, leading to
recognizable patterns. Examination of the data set showed that including a specific combination
of variables — namely odor_none, gill-attachment_free, and gill-spacing_close — reduced the
misclassification frequency from 146 to 42, as described in Formula 2. This Formula indicates
that the IC clause column is marked as 𝑥 if the value 𝑇𝑟𝑢𝑒 is assigned to these variables. It thus
serves as a marker if the conditions are met for the current row. Here, 𝑥 signifies that all conditions
are 𝑡𝑟𝑢𝑒. Additionally, another column was added specifically for backtesting purposes, crucial for
determining whether the set of independent variables effectively explains the dependent variable la-
beled class_poisonous (see Formula 3). The same set of variables, including the dependent variable,
was tested to assess if the IC conditions also explain the dependent variable.

Formula 2: Formulation of the ICs

(odor_none ∧ gill-attachment_free ∧ gill-spacing_close) ⇝ 𝑥 (2)

Where odor_none, gill-attachment_free, and gill-spacing_close are propositions.
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Formula 3: Testing the ICs

(class_poisonous ∧ odor_none∧
gill-attachment_free ∧ gill-spacing_close) ⇝ 𝑥

(3)

Where class_poisonous, odor_none, gill-attachment_free, and gill-spacing_close are propositions.

To reduce misclassification of data sets, a thorough pattern analysis of existing misclassified data
sets was performed for each test. The effectiveness of the NNIC approach was assessed by cal-
culating the net reduction in misclassified data, which was achieved by subtracting the number of
correctly classified data after applying IC from the original total number of misclassified data for
each test. In addition, the reduction in misclassification rate (MR) due to the application of IC was
quantified for each test as described in the Formula 4.

Formula 4: Performance Test of NNICs

Reduction of MR =

(
MR (NN) −MR after ICs

MR (NN)

)
(4)

Test 1:
(

0.78%−0.19%
0.78%

)
= 75.6%

Test 2:
(

3.28%−2.08%
3.28%

)
= 63.4%

Test 3:
(

3.78%−1.09%
3.78%

)
= 71.2%

In the Formula shown,MR (NN) stands for themisclassification rate (MR) before applying theNNIC
approach. In contrast,MR after ICs stands for the MR after the application of ICs. The proportional
reduction in MR due to ICs is calculated by dividing the difference between the current rate by the
original MR. This is a quantifiable measure of the improvement in classification accuracy achieved
by incorporating ICs into the NN framework.

In Test 1, the use of ICs led to a significant reduction in the misclassification rate from 0.78% to
just 0.19%, a reduction of 75.6%. This significant reduction underlines the profound effect of ICs
in reducing misclassification.

Similarly, the misclassification rate in Test 2 dropped significantly from 3.28% to 2.08%, an im-
provement of 63.4%. This underlines the crucial role of ICs in reducing misclassifications.

Test 3 also showed the effectiveness of the ICs with a reduction in the misclassification rate from
3.78% to 1.09%, a reduction of 71.2%. Again, the effectiveness of ICs in improving classification
accuracy is remarkable.
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Table 4: Results of the Classification Matrices of the Three Tests with the NNIC Approach

Feature Test 1 Test 2 Test 3
n 1544 1828 3859
Sum of Misclassified Data (NN) 12 60 146
Misclassification Rate (NN) 0.78% 3.28% 3.78%
Correct Classification of Misclassified Data (ICs) 9 22 104
Misclassification Rate after ICs 0.19% 2.08% 1.09%
Reduction in Misclassification Rate 75.6% 63.4% 71.2%

TABLE 4 summarizes the results of the classification matrices for three different tests. It can be seen
that the IC application has significantly improved the classification accuracy. This is particularly
evident in the significant reduction in misclassification rates in all tests from 0.78%, 3.28% and
3.78% to 0.19%, 2.08% and 1.09% in Tests 1, 2 and 3, respectively. The corresponding reductions
in misclassification rates are 75.6%, 63.4% and 71.2%, highlighting the effectiveness of ICs in
improving the classification accuracy of NN.

The analysis shows that a reduction in the test data set is associated with an increase in the misclassi-
fication rate in a classical NNmodel. However, applying ICs tomisclassified data after classification
leads to a reduction of these misclassified data sets, which underlines the effectiveness of the NNIC
approach in classification scenarios. The results of Test 3 are particularly significant. With an
equal distribution of 47.5% for training and test data, this Test represents an NN with a significantly
reduced proportion of training data. By using the IC in this scenario, the misclassification rate
reaches a comparable level to Test 1, where a training data share of 95% was used.

7. OUTLOOK

The NNIC approach achieved in the mushroom experiment a similar classification result with a
given data reduction compared to the application of a unreduced data set. This indicates that the
NNIC approach gains low misclassification rates for small training data sets.

To further validate the NNIC approach and to prove its generalizability, more experiments are aimed.
Furthermore, it could be applied to the above-mentioned ”residual data” in further investigation
steps. With the same process steps, the application of the NNIC approach should lead to a reduction
in the number of misclassified data in each data set. In this way, the robustness and adaptivity could
also be validated on completely unseen data.

Building on the empirical evidence for the effectiveness of ICs on NN performance presented in
this study, future research can expand the scope of the NNIC approach. The next research steps will
include comprehensive evaluations of additional data sets to corroborate the results of the initial tests
and further quantify the impact of ICs on data reduction scenarios. This may include investigating
the focus on different data types to answer different classification problems.

Efforts will also focus on moving from the current semi-automated approach to a fully automated
NNIC approach. This evolution will include the development of advanced machine learning algo-
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rithms capable of autonomously generating and applying NNIC with minimal human supervision.
The expected progress will not only increase the efficiency of NNICs, but also represent a step
towards self-improving models that adapt to different data conditions.

The overall goal is to create an NNIC approach that can be dynamically applied to different data
sets, reducing the dependency on experts. In this way, the NNIC approach could revolutionize the
way neural networks are trained and adapted, paving the way for more autonomous, accurate and
resource-efficient machine learning solutions.
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