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Abstract
Understanding of human expressions and action intentions is crucial to improve the intel-
ligence of the social robots. The social robots can also perform mirror behaviors to learn
from and understand others. Here we present an intelligent framework in which a humanoid
social robot can simulate human facial expressions and emulate human head motions. To
fulfill these requirements, an intelligent interactive robot control framework which can sim-
ulate human facial expressions and head motions is proposed. We developed a physical
animatronic robotic head platform with soft skin, whose expressions can be adjusted through
customizedmechanical dynamic structure. A vision-based facial expression and headmotion
recognition method is proposed to establish the understanding mechanism of the expression
and action intention of the intelligent robot using deep learning framework. Finally, the
recognition results are employed to determine the optimal motor displacements for transfer-
ring the head states of a human to the robot. The experimental results demonstrate that our
method can maintain high accuracy when facing different human subjects. The comprehen-
sive evaluation shows that our method can perform accurate and real-time facial expression
generation and head mirror behavior, which has a promising application for home assistant
robots.
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1. INTRODUCTION

Humanoid robots with the functions of facial expression generation and head mirror behavior,
are widely used to assist the humans in their daily lives, such as education, nursing and elderly
companion [1-3]. The facial expressions are now considered to be an important way of delivering
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human emotional information and harmonizing interpersonal relationships [4-6], which is essential
for the assistant robot to understand human emotions and behaviors. The head mirror behavior,
which is used to express more complex emotional states and intentions together with the facial
expressions, is mixed with rich emotional intentions [7], and reflects a sense of self and covaries
with the quality of the human-robot interaction. Therefore, designing a humanoid robot that can
imitate human facial expressions and head motions will contribute to the development of social
robots, and the robots can infer the mental states of people to provide more natural and trustworthy
social services and human-robot interaction.

Current humanoid robotic head system cannot accurately and adaptively imitate human facial ex-
pressions and head motions. The key limitation is lacking mature and reliable robot expression
generation control algorithms. Although the previous studies [8-10], which mapped human expres-
sions to 2D or 3D virtual avatars, provided a reference for the humanoid robot to imitate the facial
expressions and head motions [11-13], it still remains a challenging for the robots to realize the
accurate tracking of facial expressions and head motions of human beings.

Figure 1: Human-like robotic head platform.

In this paper, as shown in FIGURE 1, a human-like robotic head platform for facial expression and
head motion imitation was developed. The motor control protocol of the robotic head platform
was further optimized to control the movement of the neck, mouth, cheeks, eyes, eyelids, and
eyebrows by synthesizing a set of motion commands through ID number, position and speed of
motor. Through training deep learning models for facial expression and head motion recogni-
tion, and establishing the control mechanism between the motor system and recognition model,
our proposed method can improve the accuracy of the robotic head platform in imitating
human facial expressions and head motions. The contributions of this paper can be concluded as
follows.

• A mechanical control structure for a robotic head platform with soft skin was developed.

• A vision-based deep learning framework for expression generation method of intelligent robot
was proposed.

• A vision-based intelligent robot headmotion tracking method was proposed to realize the head
mirror behavior.
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2. RELATEDWORKS

Understanding human facial expressions and action intentions is very important in social human-
robot interaction [14, 15]. In previous studies, many researches have reported the progress of facial
expression recognition and generation in intelligent robots [16]. For instance, Kobayashi et al. [17],
developed the real timemachine recognition of facial expressions by using a layered neural network.
Wairagkar et al. [18], mapped the space of potential emotions of the robot to specific facial feature
parameters. Chen et al. [19], developed a vision-based self-supervised learning framework for facial
mimicry. However, none of them has considered the importance of head motion information for
human-robot interaction. The focus of attention established by head motion can be used as a marker
of visual attention [20], and the head orientation can provide information about the environment and
the direction of human interests [21]. Therefore, head motion information is an important factor in
increasing the variety of human-robot interaction.

Traditional head motion recognition methods [22], mainly rely on a fixed set of pre-programmed
head motions, or use the positions of features such as the eyes, mouth, and nose tip to determine
their relative configurations of poses [23]. However, these methods suffer from localization errors
and low accuracy, and are poorly adapted in different human subjects. Therefore, in this paper, we
use the 3D Morphable Face Model (3DMM) to reconstruct the human face by fitting the average
face model in 2D photographs to obtain an accurate 3D face model, which can improve the accuracy
of head motion prediction.

In facial expression recognition, most traditional approaches use mathematical methods [24], based
on expression feature extraction. Some use Bayesian network or distance metric for feature clas-
sification [25, 26]. These methods are not very effective in feature extraction and also contain
tedious manual feature extraction steps. Meanwhile, due to the continuous optimization of Graphic
Processing Unit (GPU) and network architectures, deep learning methods which can substantially
improve recognition results have gradually becomemature and perfect its wider application [27, 28].
In this paper, a deep CNN-based facial expression recognition method was used to obtain facial
expression recognition results and corresponding probabilities, thereupon then deriving the rotation
position and speed of each motor.

This paper focuses on the imitation learning of the robotic head platform. With the help of two
learning frameworks, facial expression recognition and head motion recognition, we trained our
model on the public datasets (FERG-DB, CK+, and JAFFE) and adapted to different human face
configurations. Eventually, the simulation of the facial expressions and head motions for the intel-
ligent robot were realized.

3. METHODOLOGY

A robotic head platformwhich can imitate the head state of different human subjects was developed.
In this paper, a webcam was used to capture the human face images, which were fed into the trained
network to obtain the encoding information that could represent the facial expressions and head
motions.The encoding was converted into motor signals to control the robotic head platform, and
eventually achieved the target of simulating the facial expressions and head motions for the robotic
head platform.
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3.1 Design and Control of Robotic Head Platform

The robotic head platform integrates microprocessor, servo motors control system and mechanical
structure. Themicroprocessor STM32F103C8T6 can control the twelve micro servomotors to drive
the robotic head platform. The soft skin is connected to twelve micro servo motors via nylon cords.
The overview of the hardware design is shown in FIGURE 2.

Figure 2: Overview of hardware design.

a) Design of robotic head platform: The robotic head platform can be further divided into head
frame, face module, and neck module. The head frame is 3D printed according to human face, the
interioris used to store the individual modules, and the exterior is closely fitted with soft skin to
make the surface of the robotic head platform look more natural. As shown in FIGURE 3, a pair

Figure 3: Mechanical structure in the robotic head platform.
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of hemispheres and two pairs of parallelogram mechanisms enable the 4-DoF eyeball module to
move freely horizontally and vertically within a 20-degree range. The eyebrow area, eyelid area
and cheek area can be deformed to different degrees by pulling different nyloncords. The neck
module achieves 6-DoF of rotation through the synergistic control of 4 motors, corresponding to
three Euler angles of head motion.

b) Control of robotic head platform: The robotic head platform uses the STM32F103C8T6micro-
processor as the control core. The micro-processor and the motors communicate with each other
in polling mode. Each motor has a uniqueID number in the bus-topology control network. The
host computer generates a set of specific codes by recognizing facial expressions and head motions,
and sends them to the microprocessor through the serial interface. The microprocessor drives the
corresponding motors through the received codes to realize the simulation of facial expressions and
head motions. The specifications of the robotic head platform are shown in TABLE 1.

Table 1: Specifications Of The Robotic Head Platform

Unit Parameters
Voltage/Currentlevel DC7.5V/10A

Baudrate 115200
Maximum movement of forward flexi on and backward extension ±43◦

Maximum movement of left rotation and right rotation ±46.5◦
Maximum movement of left and right head swing ±25◦

Maximal opening of the jaw joint 25◦
Maximum eye rotation left and right ±20◦
Maximum eye rotation up and down ±20◦

Maximum pull back of the corners of the mouth 5mm
Maximum dramatic eyebrow upward 5mm

Maximum width of the eyebrows to the center of the 5mm

As shown in TABLE 1, the robotic head platform has 14 degrees of freedom, including the control of
the mouth, cheeks, eyelids, eyeballs eyebrows and the 3D rotation angles of the neck. The rotation
angle of the motor in the command determines the amplitude of the robotic facial expression and the
mobility of the neck. The rotation speed of the motor in the command determines the control speed
of 14 degrees of freedom. Therefore, the motor ID number, position and speed information are used
to control the robotic head platform. The control commands are automatically generated based on
the three key pieces of information by the program to simplify the complexity of generation process,
thereupon then making the control elements can better adapt to our training model framework.

3.2 Facial Expression and Head Posture Recognition Methods

A vision-based facial expression generation and head motion tracking method is proposed to obtain
the head states of different human subjects for the robotic head platform to imitate the facial ex-
pressions and head motions of different human beings. In our method, the RGB webcam is used to
capture the images in real time. When the webcam detects a human face, the recognition algorithm
will segment the face area and feed the processed face image into the facial expression and head
motion recognition networks to obtain the rotation angle and speed of the motor, which can be used
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to generate control commands. Eventually, the robotic head platform imitates the head state of the
human subject according to the control commands.

a) Facial expression recognition: The schematic diagram of the facial expression recognition
framework is shown in FIGURE 4. It can be divided into three processes: preprocessing, deep
feature learning and facial expression classification,and control command generation.

Figure 4: The schematic diagram of facial expression recognition system. (a) Input layer.
Include7 expression emotions. (b) Pre-processing layer. Perform face alignment and
normalization. (c) Deep feature learning and facial expression classification. (d) Control
command generation.

As shown in FIGURE 4(b), in the preprocessing, we use the Haar-like feature classifier to implement
face detection and the face key point detection algorithm from Dlib library for face alignment
[29]. Finally, we normalize the face images, including geometric normalization and grayscale
normalization. The purpose of geometric normalization is to transform the expression of sub-images
to a uniform size, which is beneficial to the extraction of expression features. While grayscale
normalization is used to increase the contrast of the images and perform lighting compensation to
make the details of the images clearer to attenuate the effects of light and lighting intensity.

The facial expression feature extraction and expression classification were fused into an end-to-
end network. The structure of the deep convolutional neural network is shown in FIGURE 4(c),
which contains three convolutional layers, three pooling layers, one fully connected layer, and one
SoftMax layer. The input image is a 32 × 32 grey face block. The number of features in each
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layer is decreasing and finally it is fixed at 120 in fully connected layer, which can express rich
facial information. A dropout strategy before the fully connected layer is added to increase the
model robustness. The SoftMax layer following the fully connected layer directly divides seven
expression categories for recognition and the probability is normalized. Furthermore, the functions
were added to calculate the loss and accuracy of the model code. After 50,000 epochs of training,
the accuracy of our model can research up to 95%.

The predicted emotional categories were corresponded to a fixed set of pre-programmed facial
expressions to obtain the ID number and rotation direction for driving the motors. The rotation
angle and speed of the motors were obtained according to the normalized probability. Finally, the
ID number, position and speed information of each motor are stored in the container in turn to
generate control commands.

b) Headmirror behavior: The three Euler angles of the head can be calculated through the rotation
matrix from the camera coordinate system to the world coordinate system by a series of mathemat-
ical equations, and the calculation of the rotation matrix requires multiple sets of corresponding
points between the camera and world coordinate systems. Therefore, the facial features are used
as the corresponding points for computing the rotation matrix. In the camera coordinate system,
the face key point detection algorithm from Dlib library is used to detect the coordinates of facial
feature points of 2D images and get the coordinates of face feature points in the camera coordinate
system according to the camera internal reference and distortion coefficients.

Considering the different facial feature distributions of different human subjects, there was a large
error if the average 3D face model was used to calculate the head motions in the world coordinate
system. Therefore, the 3DMM method [30] was used to re-model the human face. Each human
subject had a corresponding 3D face model as a way to improve the accuracy and precision of head
motion recognition and make the robot head closer to the real head state when imitating.

The 3DMMmethod is a linear representation of a face, where a new face model contains both shape
and expression parameters. The linear representation of the face model is described as Eq. (1):∑

𝑓 𝑀𝑜𝑑𝑒𝑙
= �̄� +

∑𝑚−1

𝑖=1
𝛼𝑖𝑠𝑖 +

∑𝑛−1

𝑖=1
𝛽𝑖𝑒𝑖 (1)

where 𝑠 𝑓 𝑀𝑜𝑑𝑒𝑙 is the new face model, �̄� is the average face model, 𝑠𝑖 is shape and 𝑒𝑖 is expression.
Then the face reconstruction problem can be converted into a problem of finding the 𝛼 and 𝛽.

In this paper, cascade regression is used to predict 𝛼 and 𝛽. Cascade regression will progressively
refine the specified initial predictions by a series of regressors. Each regressor relies on the output
of the previous regressor to perform the next step. We choose an average face model and regress the
parameters to the ground-truth by multiple regressions. The mathematical expression is described
as Eq. (2):

𝑝𝐾+1 = 𝑝𝑘 + 𝑅𝑒𝑔𝑘 (𝐹𝑒𝑎(𝐼, 𝑃𝑘)) (2)

where 𝑝 is the regression target and 𝐹𝑒𝑎 is the image feature. The 𝑝 contains the following elements:

𝑃 = [ 𝑓 , 𝑅, 𝑡, 𝛼, 𝛽] (3)

where 𝑓 is the scaling factor, 𝑅 is the rotation matrix and 𝑡 is the translation matrix. The rotation
matrix is represented by the Euler angles, which are the attitude angles of yaw, pitch and roll.
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Each pose Euler angle has a corresponding motor and ID number on the robotic head platform. The
positive and negative of the three Euler angles determine the direction of the head rotation and the
values of the three Euler angles determine the angle of the head rotation. Therefore, the control
commands of the neck module in the robotic head platform can be obtained based on the three Euler
angles.

4. EXPERIMENTS

In order to evaluate the effectiveness of our method, the accuracy of the algorithms for facial
expression recognition and the head motion tracking is evaluated in this section. Meanwhile, the
effectiveness of the robotic head platform for facial expression generation and head mirror behavior
of human subjects is evaluated.

4.1 Evaluation Metrics

For the facial expression recognition algorithm, three datasets FERG-DB, CK+ and JAFFE were
chosen for validation. In order to know whether our model can accurately recognize the facial
expressions of different human subjects, we visualized the accuracy, sensitivity and specificity of
each expression category and show the results of comparison experiments. For the head motion
recognition algorithm, the effectiveness of face reconstruction, the accuracy of head motion recog-
nition and the maximum angle of head rotation were tested to demonstrate the effectiveness of our
method.

4.2 Facial Expression Recognition Performance

In order to evaluate the facial expression recognition algorithm, three datasets FERG-DB, CK+ and
JAFFE were used to train and test our network respectively. In the experiment, we defined a total
of seven expressions, which are neutral, fearful, happy, sad, surprise, disgust and anger. FIGURE 5
shows the training accuracy and training loss of the recognition algorithm. FIGURE 6(a) shows

(a) Training Accuracy (b) Training Loss

Figure 5: Training accuracy and loss of our facial expression recognition.
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(a) Confusion matrix of
FERG-DB

(b) Confusion matrix of
CK+

(c) Confusion matrix of
JAFFE

Figure 6: Confusion matrix of our facial expression recognition.

(a) Accuracy (b) Sensitivity (c) Specificity

Figure 7: The accuracy, sensitivity and specificity performance of seven expressions in three
datasets. The red line represents the dataset FERG-DB, the bule line represents the dataset
CK+ and the purple line represents the dataset JAFFE.

the confusion matrix of the recognition algorithm used in dataset FERG-DB. FIGURE 6(b) shows
the confusion matrix of the recognition algorithm used in dataset CK+. FIGURE 6(c) shows the
confusion matrix of the recognition algorithm used in dataset JAFFE. The accuracy, sensitivity and
specificity of seven expressions in three datasets are shown in FIGURE 7. The red line represents
the dataset FERG-DB, the bule line represents the dataset CK+ and the purple line represents the
dataset JAFFE. Our method performs consistently on different datasets. The training accuracy and
sensitivity of different expressions are above 92% and the training specificity can reach more than
97%, which proves the effectiveness and stability of our method.

In order to further illustrate the effectiveness of our method, we compare the recognition method
with the state-of-the-art. TABLE 2 shows the comparison of the classification accuracy of facial
expression. It can be found that our method performs consistently and accurately in the three
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Table 2: Classification accuracy on the FERG-DB, CK+ and JAAFE datasets.

Dataset Algorithm Accuracy

FERG-DB
Our Method 94.42%

Deep Expr [31] 89.02%
Fisher face[32] 89.2%

CK+
Our Method 93.57%
3DCNN[33] 88.99%
LBP-TOP[34] 85.90%

JAAFE
Our Method 93.24%

Salient Facial Patch[35] 91.8%
Deep Features+HOG[36] 90.58%

datasets. In other word, for different human subjects, our method can effectively understand their
facial expression states and ensure the accuracy of the facial module in the robotic head platform to
imitate facial expressions.

4.3 Head Motion Recognition Performance

For the head motion recognition algorithm, the effectiveness of 3DMM face reconstruction were
firstly evaluated. FIGURE 8(b) shows the results of 3DMM face reconstruction, and FIGURE 8(c)
shows the visualized face model onMATLAB. These results show that the reconstructed face model
can well describe the contours of the face and the positions of the five senses and is applicable to
various human subjects, which can help us to obtain more accurate Euler angles for the head motion.

(a) Image (b) 3DMM Face
Reconstruction

(c) Face Model
Visualization

Figure 8: Result for 3DMM face model reconstruction

The accuracy and precision of the head motion recognition algorithm were evaluated. FIGURE
8 shows the recognition results of our head motion recognition algorithm for 6-DoF of the head.
OpenCV were used to describe a quadrilateral in the image to represent the head orientation. The
recognition results show that our head motion recognition algorithm can recognize all poses and
orientations within the rotatable range of the human head with a high accuracy. Then the precision
of the head posture recognition algorithm was measured. According to the collected yaw, pitch and
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roll angles and the results of the actual camera tests, the precision of the measurement can reach
0.1 degree. As shown in FIGURE 9, the left and right head rotation is about 90 degrees, the up
and down head rotation is about 60 degrees and the left and right swing is about 45 degrees. Even
with these large head rotation angles, our algorithm can still perform accurate recognition, which
indicates that our method can effectively improve the accuracy of head motion recognition.

Figure 9: Results of head motion recognition algorithm for 6DoF of the head.

4.4 Facial Expression Generation and Head Mirror Behavior

The optimal motor displacements, which are obtained from the outputs of facial expression recog-
nition and head motion recognition, are executed on our robotic head platform. To provide a
qualitative evaluation on the similarity with a human subject, ten sets of representative frames were
intercepted randomly during the test to evaluate the facial expression generation and head mirror
behavior on the robotic head platform.

First, we invited three participants to evaluate the performance of the robotic head platform. The
participants were asked to perform the same five sets of facial expressions and head motions. Five
sets of comparison frames for each participant, which can reflect the mapping from the real human
face to the robotic head platform, are visualized in FIGURE 10. The results demonstrate that the
robotic head platform can imitate different human head state according to the control commands
sent by the recognition algorithm with real-time and similarity. Although FIGURE 10 reflects
the performance of the imitation similarity, it measures neither the generation similarity of facial
expression nor the mapping similarity of the head mirror behavior.

Since these indicators are important for evaluating the reliability of the robotic head platform and
interaction experience of humans, we further evaluated the performance of the facial expression
generation and head mirror behavior from a human subject to the robotic head platform. As shown
in FIGURE 11, ten sets of mapping comparison frames were fed into our facial expression recog-
nition algorithm. The vertical coordinate represents the probability of emotion recognition, and
different colors represent different emotion categories. The results demonstrate that the robotic
head platform can imitate the human facial expressions with same recognition result and similar
recognition probability, which reflect the imitation similarity from the robotic facial expressions to
the human facial expressions.
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Figure 10: Facial expression generation and head mirror behavior from different human subjects to
the robotic head platform.

Figure 11: Similarity of probabilities on facial expression generation from humans to humanoids.
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Figure 12: Similarity of yaw, pitch and roll on head mirror behavior from humans to humanoids.

In the end, the performance of the headmirror behavior is evaluated through headmotion recognition
algorithm. As shown in FIGURE 12, ten sets of mapping comparison frames were fed into our head
motion recognition algorithm. The vertical coordinate represents the value of three Euler angles,
which contains yaw, pitch and roll. According to the similarity of the three Euler angles in each set,
it can reflect that the robotic head platform can accurately obtain human head motions and complete
the imitation.

5. CONCLUSIONS AND FUTUREWORK

In this paper, we present a facial expression generation and head mirror behavior for humanoid
robots. A deep learning framework is proposed to recognize the human facial expressions and head
motions. A control mechanism between the motor system and recognition model is established to
drive the robotic head platform. The evaluation results reflect the accuracy and reliability of the
facial expression and head motion recognition algorithms. In addition, the imitation similarity of
facial expressions and head motions on the robotic head platform is discussed, which have a certain
reference value for the research and development of emotional interaction of assistant robots.

Some limitations also exist in our study. First, current algorithm suffers from the low accuracy
for multi-target face recognition. Second, our hardware system is still relatively rough and has
many possibilities for improvement, especially in terms of data transmission, device packaging,
and system power consumption. In addition, although the evaluation results reflect the good perfor-
mance of the imitation on the robotic head platform, the naturalness and identity of facial expression
generation and head mirror behavior are closely related to the subjective perceptions during natural
human-robot interaction. Therefore, current research lacks the evaluation of actual interaction
scenarios.

In future research, electroencephalography, speech et al., which can reflect emotional changes, will
be considered for information fusion, realizing multimodal emotion expression and recognition to
make the expression generation of the robot more natural and efficient. Simultaneously, WiFi or
Bluetooth wireless communication channels are also being considered to replace the serial port to
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increase the controllability of the system. In addition, actual human-robot interaction experiment
about affective communication will be considered to enhance the depth of research. Of course,
commercial applications are also being pursued based on this research, including the development
of home assistant robots and human-robot interaction.
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