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Abstract
The attribute of image segmentation significantly impacts the validity of the resulting classi-
fication, making it an essential step in the image classification process. Present segmentation
methods cannot produce a feature set that yields a segmented image of good quality. This
work creates a method that yields a set of believable attributes and produces segmented
images of excellent quality. The authors aim to create a novel machine-learning model to
enhance the image segmentation quality of aerial satellite images using metrics such as In-
tersection Over Union (IoU), Receiver Operating characteristic (ROC) curves, and accuracy.
The Random Forest (RF) algorithm-based machine learning model is intended to separate
forested and non-forest regions from aerial satellite images. Finding edges and separating
layered objects are two computer vision problems that can be solved using RF, a supervised
machine learning model. Our method objectively assesses the quality of image segmentation
by examining the places at which all image objects overlap with the real image regions of
a scene item. After generating a collection of features, the RF performed the segmentation
process using the Gabor filters and edge detection techniques, such as the Canny and So-
bel filters. Segmented images were compared against real masks. The suggested model’s
superior segmentation capability, with 90% accuracy, is evaluated against several baseline
algorithms, including Linear Discriminant Analysis (LDA), Linear Support Vector Machine
(LSVM), and Gaussian Naive Bayes (GNB). For SVM, GNB, and LDA, the corresponding
accuracy rates are 81%, 89%, and 85%.
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1. INTRODUCTION

When it comes to image processing, image segmentation is necessary as it subsequently leads to
image classification, however conducting such as process is a very difficulty task [1]. An image is
divided into groups of features with comparable pixels by a technique known as image segmentation;
the line that divides the group is called an edge [2]. An ideal segmentation algorithm perfectly
matches the partitioned or segmented images with the actual image regions [3]. However, there
is some mismatch, which determines the segmentation quality by the respective segmentation al-
gorithm. The quality of segmentation hugely affects subsequent image classification results. The
primary function of all segmentation algorithms is the ability to capture essential features referenced
by segments such that they reflect global aspects of the image [4]. Spatial context relates pixels
to objects [5]. Given cognisant of human experts’ effectiveness in performing object detection
and image segmentation compared to computer vision techniques, performing such tasks would
take a long time and becomes unsustainable when handling large volumes of data [6]. Therefore,
such cases drive the need to rope in computer vision algorithms, though they pose challenges
in determining real-segmentation findings. The opaque nature of image visual patterns in image
perception makes it difficult [7]. Algorithms for evaluating image segmentation fall into two main
groups: supervised and unsupervised. A segmented image is compared to a reference image known
as the ground truth using supervised evaluation techniques, also known as empirical discrepancy
approaches [8]. The degree to which the segmented image resembles the ground truth measures
the segmentation method’s quality [9]. Because they offer a finer evaluation resolution, super-
vised evaluation techniques are dependable because of this direct comparison. However, since
different specialists provide different reference images, creating ground truth is still challenging
and subjective [10]. According to the specified features that characterise a well-segmented image,
unsupervised algorithms assess a segmented image [8, 11, 12]. Consequently, these characteristics
are the foundation for evaluating how well-unsupervised algorithms work. Since unsupervised
techniques don’t need reference images, they are also known as stand-alone or empirical goodness
techniques. Four criteria were provided by Haralick and Shapiro [13] to determine what makes
segmentation good.

• Characteristics of a region are to be uniform and homogeneous

• There should be sharp differences between regions in terms of that characteristic, which is
uniform

• Interior of a region should be simple and without holes

• Boundaries should be clear and not ragged

Supervised methods are far more preferred for segmentation evaluation in every situation where
a trustworthy ground truth image has been produced, claims Cheng [14]. As a result, this work
proposes amodel that uses the supervised technique to segment aerial satellite images. These images
were extracted from the reference image-containing Kaggle data set.

Furthermore, there exist top-down, bottom-up, and hybrid approaches to image segmentation. The
top-down segmentation technique uses prior knowledge of an object to predict plausible pixels that
will be used to create an object. However, the approach suffers many variabilities regarding object
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appearance and shape for a particular category. In the same vein, extensive experiments have
demonstrated that an object generated by a top-down segmentation technique cannot even match
the corresponding physical object [15]. To overcome the drawbacks of this strategy, a bottom-up
methodwas suggested. Thismethod attempts to find the labelled objects that correspond to themany
sub-regions that are created by first partitioning an image. The bottom-up approach depends on con-
tinuity principles and low-level features such as colour, SIFT, and texture. However, this approach
cannot capture high-level features such as shape. Hence, an object might be segmented into multiple
unnecessary regions. A hybrid approach of the bottom-up and top-down approaches through random
fields has been proposed, but the model only focused on encoding local image properties. Canny,
Sobel, and Gabor filters are widely used in image segmentation. Gabor filters are beneficial for
detecting features such as textures, patterns, and edges because they analyse the frequency and
orientation of edges in an image [16]. Sobel filters are utilised to detect image edges by computing
the intensity gradient, and therefore, they can be used for edge detection, image enhancement, and
noise reduction [17]. For edge detection, Canny filters compute the gradient of the image’s intensity,
suppress noise, and identify edge pixels through thresholding and hysteresis [17]. Gabor filters can
segment an image into regions with comparable textures or patterns. Sobel filters can isolate and
enhance the margins and boundaries that define image regions. Canny filters can extract the edges
and boundaries of image regions, making them useful for segmenting objects with clearly defined
edges. A hybrid of these features aids in increasing the quality of image segmentation. The choice
of using traditional algorithms like the Gabor filter, Sobel filter, and Canny filter is often driven by
their specific strengths in texture analysis, edge detection, computational efficiency, and robustness
to noise. These reasons make them valuable tools in the image processing toolkit, even as newer
methods continue to be developed [18–20]. It is for this reason this study proposes to build an
ensemble of Canny, Sobel, and Gabor filters that can effectively extract key image features for
subsequent image segmentation.

In this study, we overcome the issues mentioned above by putting forward an RF-based ensemble
edge vector feature identification model. To assess the model’s performance, we used ROC graphs,
the Jaccard index, and accuracy. According to the experimental results, the proposed model per-
formed better than the others in segmentation, with an accuracy of 90%, as opposed to 81%, 89%,
and 85% for LSVM, GNB, and LDA, among others.

The study’s contribution is summarized as follows:

• Utilizing a combination of Gabor, Canny, and Sobels filters, we present a novel approach to
image segmentation. This method integrates features taken from the three filters to create a
complete collection of features that includes all information required for segmentation. For
ensuing segmentation tasks, machine learning classifiers use these integrated features.

• Due to their distinct advantages in texture analysis, edge detection, computing efficiency, noise
resistance, and robustness to conventional machine learning classifiers, Gabor, Canny, and
Sobels are combined in this innovative hybrid model to provide better aerial satellite image
segmentation. Each classifier employs different approaches and learning paradigms to bring
specific capabilities to the segmentation problem.

This is how the document is structured: Section 2 reviews relevant studies. A summary of feature
extraction algorithms is given in Section 3, while the segmentation process with machine learning
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classifiers is looked at in Section 3. The proposedmodel’s framework is shown in Section 5. Section
6 discusses the findings, and the study’s conclusion is given in Section 7. Future work is covered
in section 8.

2. RELATED STUDIES

To determine whether or not the pixels in the image are in a forest, the model uses a collection of
decision trees using the Random Forest approach. An edge vector is also included in the model to
increase segmentation accuracy. Prior research [21–25] that employed methods similar to those in
the suggested model to segment remote sensing images served as the foundation for the suggested
model. Random Forest is one of the machine learning methods for image segmentation that has
lately gained prominence because of its capacity to handle complicated attributes and enormous
datasets.

For categorising high-resolution satellite photos of the Amazon jungle, a scalable and accurate
method is proposed in [26]. The weighted voting of heterogeneous classifiers is used to implement
the ensemble-based approach. The ensemble learner simultaneously trains Five distinct classi-
fication models using a publicly available dataset of user-labeled images. Two meta-classifiers
are created by adding further features to the original model’s predictions. Individual classifier
performance is compared with ensemble performance using a holdout test dataset.

Semantic land cover segmentation is used by the machine learning method Random Forest to de-
termine farmland boundaries and estimate agricultural acreage [27]. Next, features are determined
by applying various filters to a machine-learning model that incorporates the chosen attributes. The
satellite images in the collection were taken using the QGIS program. Agricultural mapping may
benefit from Random Forest’s superior performance over previous techniques, as seen by its 90%
test accuracy and 99% training accuracy.

One method that separates remote sensing image data into forests is called SegForest. The weight-
based cross-entropy loss function (WBCE), multi-feature fusion (MFF), and multi-scale multi-
decoder (MSMD) are its three extra modules [28]. It achieved a 91%mean accuracy and an 83.39%
mean intersection over union on DeepGlobe-Forest and Loveda-Forest, respectively, compared to
other sophisticated segmentation techniques. The experiment outcomes demonstrate SegForest’s
effectiveness and the generalization of issues about the segmentation of forest remote sensing im-
ages.

Using data from unmanned aerial vehicles from 2013 to 2023, Chehreh et al.’s study looks at
the classification and segmentation of trees. It emphasises segmentation and classification tasks
employing RGB, multispectral, and LiDAR scanners [29]. This study focuses on machine learning
techniques, data and remote sensing methodologies, and recent research advances. Unmanned
aerial vehicle-based automatic tree classification and segmentation advances are summarised in
detail in this thorough review of 979 publications, comprising 144 articles. The importance of
image processing and machine learning in enhancing interpretability and accuracy in these tasks is
emphasised in the study.
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The paper’s ensemble of deep learning (DL) and machine learning (ML) architecture classifies the
vegetation in Eastern Serbia using a biased Support VectorMachine (B-SVM), Random Forest (RF),
and Convolutional Neural Network (CNN) according to Drobnjak et al. The ensemble architecture
outperformed CNN, RF, and B-SVM, according to modelling results, with a total accuracy of 0.93
[30]. Next were RF, CNN, and B-SVM achieving 0.91, 0.90, and 0.88 respectively.

Guo et al. developed an effective system for identifying urban trees using a random forest method
and object-oriented design. From UAV multispectral images, the segments were extracted using
a multi-scale segmentation technique with visual discrimination. Using geometric, textural, index,
and spectral components, schemes S1–8 and S9 were constructed. RF, K-nearest neighbour (KNN),
and Support vector machines (SVM) classifiers were used to classify urban trees [31]. The accuracy
of the RF classifier was the highest, with S9 outperforming SVM and KNN. Spectral features were
more important than geometric features, which harmed classification. However, Camphor and
Cinnamomum Japonicum’s ambiguous data suggest that more traits, including height, should be
added in the future.

Table 1: Summary of related work.

Study or
Model

Technique Dataset/ Images Accuracy or
Performance

Additional Modules/ Features Reference

Random
Forest
Model

Random Forest Satellite images
of Amazon

Scalable, accurate
method

Ensemble-based, weighted voting
of heterogeneous classifiers

[26]

Cropland
Boundaries

Random Forest Satellite images
(QGIS)

99% training, 90%
test accuracy

Various filters for feature
identification

[27]

SegForest Random Forest with
WBCE, MSMD,
and MFF

DeepGlobe-
Forest,
Loveda-Forest

mIoU: 83.39%,
mAcc: 91.00%

multi-scale multi-decoder
(MSMD), Weight based cross
entropy (WBCE) loss function,
multi feature fusion (MFF)

[28]

Chehreh et al. Machine learning with
RGB, multispectral,
LiDAR

UAV images
(2013-2023)

- Highlighting trends in
segmentation and
classification

[29]

Drobnjak
et al.

Ensemble DL and ML
(CNN, RF, B-SVM)

Vegetation in
Eastern Serbia

Accuracy: 0.93 RF, CNN, B-SVM [30]

Guo et al. Random Forest with
multi-scale
segmentation

UAV
multispectral
images

Best accuracy with
S9 scheme

Spectral, index, textural,
geometric features; compared
with KNN and SVM classifiers

[31]

3. OVERVIEW OF FEATURE EXTRACTION ALGORITHMS

The study’s techniques for extracting the features needed for further segmentation are summarised
in this section. The Gabor, Canny, and Sobel filters are specifically covered in this section.

3.1 Gabor Filter

Dennis Gabor first introduced Gabor filters. Their capacity to gather information about orientation
selectivity, spatial locality, and frequency characteristics has led to their widespread use in computer

3139



https://www.oajaiml.com/ | December 2024 Trust Tshepo Mapoka, et al.

vision and image analysis tasks [9]. Gabour filter is widely used for texture analysis and works by
analysing specific frequency content in an image along a particular direction within the analysis
region [32]. This filter is appropriate for this study as forest regions have different textures from
non-forest areas. A sinusoidal plane wave with a certain frequency and orientation (carrier) that
comprises a Gabor function f(m,n) is modulated by a two-dimensional translated Gaussian enve-
lope [33].

𝑓 (𝑚, 𝑛) = 𝑠(𝑚, 𝑛) ∗ 𝑤(𝑚, 𝑛) (1)

Orientation is expressed as follows:

𝑠(𝑚, 𝑛) = 𝑐𝑜𝑠(2𝜋.(𝑦0.𝑚 + 𝑧0.𝑛) + 𝜙) + 𝑖.𝑠𝑖𝑛(2𝜋.(𝑦0.𝑚 + 𝑧0.𝑛) + 𝜙) (2)

where (𝑦0, 𝑧0) denotes spatial frequency of complex sinusoid and 𝜙 denotes the phase of the complex
sinusoid. The Gaussian envelope function is expressed as:

𝑤(𝑚, 𝑛) = 𝑘.𝑒𝑥𝑝

{
−𝜋

( (𝑚 − 𝑚0)2𝑟
𝜎2
𝑚

+ (𝑛 − 𝑛0)2𝑟
𝜎2
𝑛

)}
(3)

Where 𝑘 is the Gaussian envelope magnitude, 𝜎𝑚 and 𝜎𝑛 are the Gaussian envelope scaling parame-
ters, (𝑚0, 𝑛0) represents the peak of the Gaussian function, the subscript r in (𝑛−𝑛0)𝑟 and (𝑚−𝑚0)𝑟
denotes the coordinates after rotation, 𝜃 is the rotation angle of the Gaussian envelope where:

(𝑚 − 𝑚0)𝑟 = (𝑚 − 𝑚0)𝑐𝑜𝑠𝜃 + (𝑛 − 𝑛0)𝑠𝑖𝑛𝜃 (4)

(𝑛 − 𝑛0)𝑟 = (𝑚 − 𝑚0)𝑠𝑖𝑛𝜃 + (𝑛 − 𝑛0)𝑐𝑜𝑠𝜃 (5)

Given that 𝑦0, 𝑧0 represent the spatial frequency of complex sinusoid, the orientation is defined 𝜃 as

𝜃 = 𝑡𝑎𝑛−
𝑦0
𝑧0

(6)

and the radial center 𝑓0 as
𝑓0 =

√
(𝑦2

0 + 𝑧2
0). (7)

The Gabor filter function f(l,k) applied on an image r(l,k) transforms image r(l,k) into image i(l,k)
expressed as:

𝑖(𝑙, 𝑘) = 𝑓 (𝑙, 𝑘) ∗ 𝑟 (𝑙, 𝑘) =
𝐵−1∑
𝑏=0

𝐶−1∑
𝑐=0

𝑓 (𝑏, 𝑐).𝑟 (𝑙 − 𝑏, 𝑘 − 𝑐) (8)

Where r(m,n) is the pixel value of the input images at location (m,n), * denotes a 2-dimensional
linear convolution, and B and C are the sizes of the Gabor filter mask. By computing the absolute
values between the filtered images and the 𝜇 value of the window W of size 𝐵𝑚𝐵𝑛, the energy of
the filtered image E(l,k) is determined. The expression for E(m,n) is:

𝐸 (𝑚, 𝑛) = 1
𝐵

∑
(𝑎,𝑏) ∈𝑊

|𝑡 (𝑎, 𝑏) − 𝜇 | (9)

3.2 Canny Edge Detector

Most edge detection methods, such as those developed by Sobel, Prewitt, and Roberts [34], are
based on the gradient concept. Finding the proper edge, turnover point, and slope location is the
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primary difficulty with these methods. The Laplacian methodology, which determines the correct
edge using the second derivative, is more practical. The Laplacian approach is the foundation of
the Canny detection algorithm. The method focuses on the gradient’s size, direction, and intensity
in the image. The definition of gradient image intensity is:

Δ 𝑓 =

[
𝛿 𝑓

𝛿𝑚
+ 𝛿 𝑓

𝛿𝑛

] 𝑡
= [𝑉𝑚, 𝑉𝑛] (10)

Magnitude M is expressed as:

𝑀 =
√
𝑉2
𝑚 +𝑉2

𝑛 (11)

The direction of the gradients is expressed as:

𝜃 = 𝑡𝑎𝑛−1𝑉𝑚

𝑉𝑛
(12)

TheCanny technique relies on determining the squared gradientmagnitude to locate edges, as shown
in equation 23. Edges are defined as gradient values above a certain threshold.

3.3 Sobel Filter

An additional method for detecting edges is the Sobel filter. In a given image, the method computes
the image intensity gradient of each pixel value. The biggest gradient rise from light to dark
determines the direction. Additionally, the orientation of the edge is specified by the Sobel filter.
Two 3 x 3 kernels are used in its operational function [35]. Changes in the horizontal direction are
accommodated by one, while those in the vertical direction by the other. The derivative approx-
imations are computed by convolving these two kernels on the original image. Assume that two
images with horizontal and vertical approximations are 𝑉𝑥 and 𝑉𝑦 . The computation is expressed
as follows:

𝑉𝑥 =


2 1 −2
3 1 −3
2 1 −2

 × 𝐼

𝑉𝑦 =


−2 −3 −2
1 1 1
2 3 2

 × 𝐼

Where 𝐼 is the image source.

4. OVERVIEW OF MACHINE LEARNING TECHNIQUES FOR
SEGMENTATION

The machine learning classifiers that were employed to complete the segmentation challenge are
described in this section. The RF algorithm, GNB algorithm, LDA technique and LSVM method
are among the machine learning classifiers covered in this section.
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4.1 Random Forest

An ensemble classifier, the random forest algorithm gets its name from how its decision trees grow
at random [36]. Decision trees are an efficient way to process large amounts of data. The method
randomly selects a sample of training data throughout the training phase. The split function and
threshold are used to iteratively divide the training data into left and right subsets at a given node,
let’s say n. The vector 𝑣 split function, 𝑋 (𝑣𝑖), selects the threshold at random from the range ℎ ∈
(𝑚𝑖𝑛𝑋 (𝑣𝑖), 𝑚𝑎𝑥𝑋 (𝑣𝑖), where h is the threshold. The split function that generates the left and right
subset trees has the following expression:

𝑞𝑙 = (𝑧 ∈ 𝑞𝑠) |𝑥(𝑣𝑧) < ℎ) (13)
𝑞𝑟𝑥𝑠 = 𝑞𝑠\𝑞𝑧 (14)

where 𝑞𝑙 represents the left data, 𝑞𝑟 represents the right data, and 𝑞𝑠 represents the data at the cor-
responding node n. Several candidates are randomly generated at the split node using the threshold
and the split function. Candidates who maximise the information obtained at a specific node are
chosen. The foundation for calculating the information gain is provided by equation 15.

Δ𝐼 = − |𝑞𝑧 ||𝑞𝑠 |
𝐸 (𝑞𝑠) −

|𝑞𝑟 |
|𝑞𝑠 |

𝐼 (𝑞𝑠) (15)

where the knowledge gain is evaluated as Δ𝐼. The iterative procedure ends when Δ𝐼 becomes
a dead node. Equation 16 concludes the last class with the ensemble of all dispersed trees, Y =
(𝑦1, 𝑦2, ..., 𝑦𝑠).

𝑃(𝑐𝑧 |𝑌 ) =
1
𝑊

𝑊∑
𝑠=1

𝑃(𝑐𝑧 |𝑥𝑊 ) (16)

where, given distributed trees Y, 𝑃(𝑐𝑧 |𝑌 ) is the probability of class 𝑐𝑧 .

4.2 Gaussian Naive Bayes

Based on the premise that characteristics of specified classes are independent of one another, Gaus-
sian Naive Bayes (GNB) was developed [37]. The GNB is allocated to a class C in a specific testing
instance 𝑚 using the formula in 17.

𝑃(𝐶) =
𝑥∏
𝑖

= 𝐼𝑝 (𝑀𝑖 |𝐶) (17)

where C represents the class where the instance m belongs, and M = (𝑀1, ..., 𝑀𝑥 denotes a feature
vector.

4.3 Linear Discriminant Analysis

Using the formula in 18, the Linear Discriminant Analysis (LDA) distinguishes between input
patterns using a decision boundary that divides two groups. [37].

𝑑 (𝐼) = 𝐼1 − 𝑥𝐼2 − 𝑟 (18)
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Input patterns are indicated by 𝐼1 and 𝐼2. The patterns of one class are covered by 𝑑 (𝐼) > 0, whereas
the patterns of another class are covered by 𝑑 (𝐼) < 0. Think about the situation where b classes are
provided, and the task is to assign a test example f to any of the classes. Class G, not H, would be
given the test example f if

𝑑𝑔 ( 𝑓 ) > 𝑑ℎ ( 𝑓 ) (19)

where 𝑔 ≠ ℎ if g,h = 1,2,...,s. The decision boundary that distinguishes classes g and h is expressed
as

𝑑𝑔 ( 𝑓 ) − 𝑑ℎ ( 𝑓 ) = 0 (20)

hence, the test example f would be assigned to class g if

𝑑𝑔 ( 𝑓 ) − 𝑑ℎ ( 𝑓 ) > 0 (21)

and into class h if
𝑑𝑔 ( 𝑓 ) − 𝑑ℎ ( 𝑓 ) < 0 (22)

4.4 Linear Support Vector Machine

Given a dataset {(𝑚1, 𝑛1)...(𝑚𝑛, 𝑛𝑛)} the objective is to construct a large-margin classifier that
effectively separates the two data classes. This classifier is defined by a hyperplane, which distin-
guishes the points according to the equation provided in 23

−→𝑤 .−→𝑚 − 𝑏 = 0 (23)

The normal of the hyperplane is represented by the vector −→𝑤 . The soft and hard margins are the two
types of margins that define the hyperplane. When training data is linearly separable and error-free
(i.e., free of noise or outliers), the hard margin method is employed. However, when errors are
present, they can result from either a reduced margin or the inability of the hard margin to separate
the data properly. The process of constructing the hard margins follows these steps:

• All points located outside the margins are represented as𝑊𝑇𝑚 𝑗 + 𝑏 ≥ 𝑎

• The Maximisation of the margin is expressed as

𝑀𝑎𝑥𝛾 = 𝑎 | |𝑤 | | (24)

• Lastly, when a is set to 1, the minimum obtained is expressed as | |𝑤 | | (𝑤 (𝑡 ) .𝑚 𝑗) + 𝑏 ≥ 1

The dual form is generated when 𝑤 is represented as a linear combination of the training observa-
tions. This occurs when 𝑤 =

∑
𝛼𝑖𝑛𝑖𝑚𝑖 where the coefficient 𝛼 is non-zero only for the support

vectors. For nonseparable (overlapping) classes, Linear SVM introduces slack variables 𝜁𝑖 and
𝜁 𝑗 to account for classification errors. The optimisation problem becomes minimising 𝑚𝑖𝑛| |𝑤 | |
while incorporating a penalty for misclassification, represented by 𝑐

∑
𝜁 𝑗 . This is subject to the

constraint (𝑊𝑇 .𝑚 𝑗 + 𝑏)𝑛 𝑗 ≥ 𝐼 − 𝜁 𝑗 , which ensures that the slack variable 𝜁 𝑗 quantifies the degree
of misclassification. Linear SVM works by identifying two parallel hyperplanes that separate two
classes to maximise the distance between them. The scaling of the datasets is represented by
equations 25 and 26, which label the classes based on their separation by the boundary. Any point
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that falls above the boundary defined by equation 25 belongs to one class, while points below the
boundary defined by equation 26 belong to the other class.

−→𝑤 .−→𝑚 − 𝑏 = 1 (25)
−→𝑤 .−→𝑚 − 𝑏 = −1 (26)

5. MATERIALS AND METHODS

5.1 Data Set

According to [38], the experiment’s dataset was acquired from Kaggle. Partitioned into training
and test sets of 643/249 images each (or 80%/20% segmentation), the dataset consists of 803 RGB
satellite shots. Digital Globe’s satellite captured the imagery with a pixel resolution of 50 cm and
an image space resolution of 2448 × 2448. Each satellite image is linked with a mask image to
annotate forest cover. An RGB mask, or a coloured image with the same height and width as the
input image, is what the solution is supposed to predict for the input. The trial was conducted using
the GPU and TPU cloud resources freely available in the Google Colab environment. Because of
the experiment’s high computing requirements, the GPU was specifically used in conjunction with
NVIDIA Tesla acceleration. TABLE 2, contains the specifications for the hardware and software,
whereas TABLE 3, displays the computational time for each machine classifier for training and
prediction times.

Table 2: Software and Hardware requirements used in the model

Software Hardware

Python version 3.9 CPU: core i5 2.2 GHZ
Backend: The TensorFlow GPU RAM: 32 GB
Application Programming Interface: The Keras GPU GPU

HDD: 500 GB
NVIDIA, 16 GBs RAM

Table 3: Computational time for each classifier

Classifier Training Time (seconds) Prediction Time (seconds)

RF 252 17
LinearSVM 260 21
GNB 480 29
LDA 320 26

5.2 The Proposed Model

In FIGURE 1, the suggested model for segmenting forest images is displayed. For the RF to
complete the segmentation task, the model generates believable features using the Gabor filter,
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Prewitt, and Canny edge detection techniques. The fact that Gabor filters are highly successful in

Figure 1: Proposed segmentation model

extracting low-level features for all image processing issues supports the choice of the Gabor filter
[39]. The effectiveness of edge detection methods was tested in a study [40]. The results concluded
that the Canny algorithm, which used the Gaussian technique, generated the best segmentation
results, and Sobel was the best of the methods that performed the edge detection. Thus, the study
employed an ensemble stacking technique of Gabor filter and edge detection algorithms to create a
set of features needed for further segmentation. This study used the Random Forest (RF) method
for the segmentation process. The RF technique functions effectively in object detection for multi-
spectral images, according to another study by [41]. Other algorithms, including Support Vector
Machines (SVM), Gentle AdaBoost (GAB), and Maximum Likelihood Classification (MLC), were
beaten by the RF [42]. This study opted to use the RF method in light of these circumstances.

5.2.1 Feature function

Feature outputs from Gabor, Sobel, and Canny filters are used as inputs to a random classifier for
image segmentation tasks. The process proceeds as follows:

• Step 1: The Gabor filter is utilized at each pixel to compute the filtered image’s magnitude and
phase. After that, the image’s mean, standard deviation of the magnitude, and phase values
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are calculated. The output is a 4-dimensional feature vector presented as:
𝐺𝑎𝑏𝑜𝑟−𝐹−𝑉𝑒𝑐𝑡𝑜𝑟𝑒 = [𝑚𝑒𝑎𝑛−𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒,

𝑚𝑒𝑎𝑛−𝑝ℎ𝑎𝑠𝑒,

𝑠𝑡𝑑−𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒,

𝑠𝑡𝑑−𝑝ℎ𝑎𝑠𝑒]

(27)

• Step 2: The Canny filter generates several edge pixels in each of the several non-overlapping
regions of the image. The output is a binary image where one is set for edges and 0 for non-
edges. The Canny filter produces a multidimensional feature vector expressed as:

𝐶𝑎𝑛𝑛𝑦−𝐹−𝑉𝑒𝑐𝑡𝑜𝑟 = [𝑛𝑢𝑚−𝑒𝑑𝑔𝑒1,
𝑛𝑢𝑚−𝑒𝑑𝑔𝑒2, ...,
𝑛𝑢𝑚−𝑒𝑑𝑔𝑒𝑛]

(28)

• Step 3: By calculating the gradient in the directions of x and y, the Sobel filter analyses
an image separately. The standard deviation and the mean of the gradient direction and the
standard deviation and the mean of the gradient magnitude throughout the entire image are
calculated by this filter to create a feature vector. The result is a 4-dimensional feature vector,
which can be shown just like this:

𝑆𝑜𝑏𝑒𝑙−𝐹−𝑉𝑒𝑐𝑡𝑜𝑟 = [𝑚𝑒𝑎𝑛−𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡−𝑚𝑎𝑔𝑖𝑛𝑡𝑢𝑑𝑒−𝑥,

𝑠𝑡𝑑−𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡−𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒−𝑥,

𝑚𝑒𝑎𝑛−𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡−𝑚𝑎𝑔𝑖𝑛𝑡𝑢𝑑𝑒−𝑦,

𝑠𝑡𝑑−𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡−𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒−𝑦]

(29)

• Step 4: Feature vectors generated by Canny, Sobel, and Gabor filters are concatenated into a
single feature vector. The result is a high-dimensional feature vector that can be used as an
input to a random classifier. The concatenated feature vector is represented as:

𝐹−𝑣𝑒𝑐𝑡𝑜𝑟 = [𝑚𝑒𝑎𝑛−𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡−𝑚𝑎𝑔𝑖𝑛𝑡𝑢𝑑𝑒−𝑥,

𝑠𝑡𝑑−𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡−𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒−𝑥,

𝑚𝑒𝑎𝑛−𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡−𝑚𝑎𝑔𝑖𝑛𝑡𝑢𝑑𝑒−𝑦,

𝑠𝑡𝑑−𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡−𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒−𝑦

𝑛𝑢𝑚−𝑒𝑑𝑔𝑒1,
𝑛𝑢𝑚−𝑒𝑑𝑔𝑒2, ...,
𝑛𝑢𝑚−𝑒𝑑𝑔𝑒𝑛

𝑚𝑒𝑎𝑛−𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒,

𝑚𝑒𝑎𝑛−𝑝ℎ𝑎𝑠𝑒,

𝑠𝑡𝑑−𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒,

𝑠𝑡𝑑−𝑝ℎ𝑎𝑠𝑒]

(30)

For forest image segmentation, it is crucial to preserve raw information by including the original
image pixels in the feature vector. Although Gabor, Canny, and Sobel may lose some overall pixel
intensity or colour information, they can recover specific patterns (such as texture and edges) [43].
Retaining all visual information important for precise segmentation, including the original pixels,
guarantees that the model can access the raw data.
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5.2.2 Feature pruning

Features that insignificantly contribute to the segmentation process need to be trimmed off. This
study adopted the Principal Component Analysis (PCA) technique to filter only features signif-
icantly contributing to image segmentation. The PCA technique effectively reduces the feature
vector dimensional by creating a new set of features that have most of the variance of the original
image. PCA is an effective dimensionality vector reduction technique that trims irrelevant features,
thereby lowering computational overhead [44]. The important aspects are numbered one through

Figure 2: Graph that shows the order of feature importance

fifteen, as seen in FIGURE 2. This indicates that we can recover around 100% of the information
inside the first fifteen features; hence, it is safe to disregard the remaining features. To complete
the final segmentation process, the 15 characteristics are input into the classifiers like LDA, GNB,
LSVM, and RF. The de facto segmentation method in the suggested model will be the classifier that
performs the best in the Jaccard Score Index, ROC−AUC, accuracy and RMSE. When the PCA is
applied to the first fifteen features, FIGURE 3 shows no correlation between the different obtained
principal components. Therefore, we made sure the correlation between the computed PCA was as
low as feasible while switching from a feature space of high-dimensional to a feature space lower-
dimensional. Thus, the objective of the PCA has been achieved.

5.2.3 Segmentation Using the Classifiers

The data frame’s independent variable is the ground truth image pixel value, and its dependent vari-
able is the features produced after the pruning step. X, a vector displayed in Algorithm 1, contains
all of the characteristics that were extracted from the original raw image, including pixels and the
Gabor, Canny, and Sobel filters. The attributes in question are referred to as independent factors.
The ground truth image’s pixel values identified as dependent variables are stored in variable M.

3147



https://www.oajaiml.com/ | December 2024 Trust Tshepo Mapoka, et al.

Figure 3: Correlation between features

The random classifier generates predictions regarding the segmented image after separating these
two sets into train and test sets. The parameters of the machine learning classifiers were changed,
as TABLE 4 demonstrates.

Algorithm 1:Machine Learning Classifier segmentation algorithm
Input: Input: I(b): pixel_values_from_Ground_truth
Input: Input: I(a): pixel_values_from_Independent_variables

1 for I(a) = 0 do
2 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒1← 𝑝𝑖𝑥𝑒𝑙_𝑣𝑎𝑙𝑢𝑒𝑠_ 𝑓 𝑟𝑜𝑚_𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙_𝑖𝑚𝑎𝑔𝑒
3 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒2← 𝑔𝑎𝑏𝑜𝑟_ 𝑓 𝑖𝑙𝑡𝑒𝑟
4 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒3← 𝑐𝑎𝑛𝑛𝑦_𝑒𝑑𝑔𝑒
5 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒4← 𝑠𝑜𝑏𝑒𝑙
6 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒5← 𝑝𝑖𝑥𝑒𝑙_𝑣𝑎𝑙𝑢𝑒𝑠_ 𝑓 𝑟𝑜𝑚_𝑔𝑟𝑜𝑢𝑛𝑑_𝑡𝑟𝑢𝑡ℎ
7 end for
8 𝑄 ← ∑4

1 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒(𝑎)
9 𝑉 ← 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒5
10 Q ⊥⊥ V

Input: Input : Data: Train_set
11 Data = train + test
12 model = MachineLearningClassifier()
13 model.fit(Q_train, V_train)
14 prediction_test = model.predict(Q_test)
15 loaded_model = pickle.load(open(filename, ’RB’))
16 return 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑒𝑑_𝑖𝑚𝑎𝑔𝑒
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Table 4: Parameters used in the experiments

Method Parameters

LSVM 𝑘𝑒𝑟𝑛𝑒𝑙 =′ 𝑙𝑖𝑛𝑒𝑎𝑟 ′, 𝑐𝑙𝑎𝑠𝑠𝑤𝑒𝑖𝑔ℎ𝑡 =′ 𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝑑′, 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑆𝑐𝑎𝑙𝑖𝑛𝑔 = 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑖𝑧𝑒,
𝑝𝑎𝑟𝑎𝑚_𝑔𝑟𝑖𝑑 =′ 𝑠𝑣𝑚_𝐶′ : [0.01, 0.1, 1, 10, 100]

RF 𝑛_𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟𝑠 = 200, 𝑚𝑎𝑥_𝑑𝑒𝑝𝑡ℎ = 20, 𝑚𝑖𝑛_𝑠𝑎𝑚𝑝𝑙𝑒𝑠_𝑠𝑝𝑙𝑖𝑡 = 4,
𝑚𝑖𝑛_𝑠𝑎𝑚𝑝𝑙𝑒𝑠_𝑙𝑒𝑎 𝑓 = 2, 𝑚𝑎𝑥_ 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠 =′ 𝑠𝑞𝑟𝑡′, 𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝 = 𝑡𝑟𝑢𝑒,
𝑟𝑎𝑛𝑑𝑜𝑚_𝑠𝑡𝑎𝑡𝑒 = 42

GNB 𝑣𝑎𝑟_𝑠𝑚𝑜𝑜𝑡ℎ𝑖𝑛𝑔 = 1𝑒 − 9, 𝑝𝑟𝑖𝑜𝑟𝑠 = [0.5, 0.5], 𝑟𝑎𝑛𝑑𝑜𝑚𝑠𝑡𝑎𝑡𝑒 = 42
LDA 𝑝𝑎𝑟𝑎𝑚_𝑔𝑟𝑖𝑑 = ′𝑠𝑜𝑙𝑣𝑒𝑟 ′ : [′𝑠𝑣𝑑′,′ 𝑙𝑠𝑞𝑟 ′,′ 𝑒𝑖𝑔𝑒𝑛′],′ 𝑠ℎ𝑟𝑖𝑛𝑘𝑎𝑔𝑒′ : [′𝑎𝑢𝑡𝑜′, 𝑁𝑜𝑛𝑒],

𝑟𝑎𝑛𝑑𝑜𝑚_𝑠𝑡𝑎𝑡𝑒 = 42

6. RESULTS AND DISCUSSION

This section uses measures like ROC curves, confusion matrix, Jaccard index, Root Mean Square
Error, and accuracy to show the outcomes of the suggested model. The confusion matrix provides a
tabular structure that shows regions with pixels that have been mistakenly and properly identified,
making it easy to visualize misconceptions between regions. The ROC curve, sometimes called a
sensitivity measure, is produced by plotting true positives on the y-axis and false positives on the
x-axis. A model with a curve that deviates from the diagonal line usually performs better in classifi-
cation. The ROC curve shows howwell the model performs at different threshold values. Amodel’s
area enhances its quality. A popular metric for assessing segmentation algorithm predictions is the
Jaccard index, often known as the IoU. The intersection of the union area of the segmented image
and the reference image defines the IoU or the area of overlap between the predicted segmented
image and the ground truth image. The IoU is defined by the formula 31.

𝐼𝑜𝑈 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 (31)

where the initials FN, FP, and TP stand for truly positive, false negative, and false positive, respec-
tively. The predictions correctly measure the accuracy of the segmentation approach. The accuracy
expression can be found in equation 32.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 (32)

TN symbol stands for the actual negative in equation 32. The square root of the mean square of all
mistakes is the error in the square root or root mean square error. For comparing and predicting the
errors of various models or model configurations for a single variable, but not across variables, root
mean square error is a useful metric because of its scale dependence. One can compute it by using
the equation 33.

𝑅𝑜𝑜𝑡_𝑀𝑒𝑎𝑛_𝑆𝑞𝑢𝑎𝑟𝑒_𝐸𝑟𝑟𝑜𝑟 =

√√
1
𝑛
∗

𝑛∑
𝑖=1
(𝑂𝑖 − 𝑃𝑖)2, (33)

where the projected value is 𝑃𝑖 and the real values are 𝑂𝑖.

As can be seen by the high number of true positives (more than 100,000) in FIGURE 4, the Linear
Support Vector Machine findings show that the model did well in predicting positive classifications.
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Figure 4: Confusion matrix of linearSVM

However, the model may have trouble distinguishing between the two classes, misclassifying neg-
ative cases as positive, as evidenced by the large frequency of false positives (16,103). Due to the
low number of false negatives, the model rarely misses true positives (430). FIGURE 5, shows that
the ROC curves for both classes are well above the diagonal line, suggesting that they are effective
at differentiating between the positive and negative classes. The model’s low false positive rate
and high true positive rate make it an excellent classifier for most thresholds. With an impressive
performance across a range of thresholds, the LinearSVM model has a solid classification capacity,
as evidenced by the AUC of 0.94 for both classes.

297 pixels from class 1 were wrongly categorised as class 0, while 16,300 pixels from class 0 were
mistakenly classified as class 1, according to the GNB model’s confusion matrix (FIGURE 6).
Across all classes, the GNB model recognised 55 more pixels wrongly than the Linear Support
Vector Machine. The GNB model correctly detected 38938 class 0 pixels and most class 1 pixels,
just like a linear support vector machine would. Class distinction is another area where the model
excels, as seen by the corresponding ROC−AUC curve for GNB, as shown in FIGURE 7. Yet,
compared to the Linear Support Vector Machine, its performance in this area is marginally worse.

The RF-based model outperformed the other three models, as shown by the confusion matrix in
FIGURE 8 and the ROC−AUC curve in FIGURE 9. Compared to the other models, the model’s mis-
classification rate was the lowest at 14,762 pixels. Furthermore, as demonstrated by its ROC−AUC
value of 0.95, the RF-based model performed better in class differentiation than the other models.

The results indicate that the LDA-based model performed the lowest out of all the models, as
indicated by the confusion matrix of Linear Discriminant Analysis in FIGURE 10, and the cor-
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Figure 5: linearSVM ROC−AUC

Figure 6: GNB confusion matrix

responding ROC−AUC curve in FIGURE 11. The lowest ROC−AUC value was attained, while the
highest pixel misclassification was noted.

Generally speaking, generating false positive results should not be equated with the expense of
generating false negative results. ROC curves were used to provide insight into this difficulty.
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Figure 7: GNB ROC−AUC

Figure 8: RF Confusion matrix

Applying the specified classification threshold to each category separately shows the ROC curve
representing the likelihood of identifying a region or class for a particular model as a function of
false positives. If a model has low false positives, it should be able to forecast a region or category
well enough to reach the upper left corner of the ROC plot. The GNB incorrectly identified 297
pixels from the forest zone as belonging to a non-forest region based on the confusion matrices. RF
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Figure 9: RF ROC−AUC curve

Figure 10: LDA Confusion matrix

(452), LDA (1250), and linear SVM (439) come next. For the fewest (14620) pixels in the forest
region, the RF-based model incorrectly identified them as non-forest. Afterwards, LDA (22429),
GNB (16300), and linearSVM (16103) come next.

We show in TABLE 5, that according to ROC AUC values, root mean square error, Jaccard score
index, and accuracy, our RF-based model performed better than the baseline segmentation tech-
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Figure 11: LDA ROC−AUC curve

Table 5: Segmentation results of various methods

Method Misclassified
pixels ROC−AUC

root mean
square error Accuracy Jaccard Score

LDA 23688 0.91 0.388 0.849 0.738
GNB 16597 0.93 0.325 0.894 0.809
LinearSVM 16542 0.94 0.324 0.814 0.810
RF 15072 0.95 0.310 0.904 0.825

niques, including LDA, LSVM, and GNB. Although LinearSVM misclassified 16533 pixels, our
model outperforms it with the fewest misclassified pixels (15072). This suggests that the easiest
way to distinguish between areas that are in and are not in a forest is with our model. Our RF-
based model’s predictions are significantly closer to the actual values than those of other models, as
seen by its lowest root mean square error of 0.310 for errors. Our suggested model outperformed
non-forest region areas in forest regions, as evidenced by its best ROC−AUC value of 0.95. The
RF-based model had the highest accuracy of 0.83, indicating that most pixels were correctly sorted
into their respective zones, in addition to having the largest IOU of 0.825, which indicates minimal
overlap between the target mask and the projected output. The LDA-based model performed better
regarding misclassified pixels between the two regions, root mean square error, Jaccard index score,
and ROC−AUC values. According to the high ROC−AUC value, our RF-based model is quite
effective at distinguishing between forested areas and those that are not. To increase accuracy
and achieve the lowest error in terms of root-mean-square error, we offer an RF-based model
that predicts pixel values significantly closer to the pixel values of the ground truth image. The
segmented areas produced by our suggested model are similar to ground truth images, as seen by
the high Jaccard similarity index. The prediction results of the algorithms are shown in FIGURE 12.

Integrating the model with advanced image processing and analysis methods such as object image
analysis (OBIA) is necessary to enhance its capacity to recognise and differentiate distinct trees
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Figure 12: Results of predicted segmentation by RF, LDA, GNB and SVM

based on attributes such as colour, form, texture, and spatial arrangement. Identifying individual
trees makes it easier to monitor their development and see how they change over time. Additionally,
it offers data on tree height, crown area, and canopy cover.

Table 6: Results from other studies

Technique Accuracy IOU

Spatial pyramid pooling using Unet [45] 86.71 75.59
Hnet with Inception as backbone [46] 68 83
SemisFsNet [47] - 80
Forest segmentation using Unet[48] 82.55 54
improved tuna swarm optimization (ITSO) [47] - 59
Unet semantic segmentation [49] 99 97
RF 90 83

The performance of several algorithms is assessed to identify which segmentation algorithm per-
forms the best. Generally speaking, segmentation performance depends on the kind of images
utilised; some perform well when working with remote sensing images but poorly when exposed
to synthetic or medical images. Compared to models based on LDA, SVM, and GNB, our model
based on an RF approach performed the best in segmenting remote sensing images. Our models
outperformed the models in [45–48, 50, 51], as shown in TABLE 6. Nevertheless, our model
is outperformed by the unet segmentation in [49], achieving an accuracy of 99% and an IOU of
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97%. Unet’s capacity to extract high-level and low-level information to carry out the segmentation
procedure may be the cause.

7. CONCLUSION

After the Gabor and edge detection filters (such as the Canny and Sobel filters) were used to extract
features, the RFwas used to divide the aerial satellite images into forest and non-forest sections. The
model described in this study proved to be capable of performing the segmentation process with an
accuracy of 90% and an IoU of 83%. It’s crucial to remember that this model does not address deep
learning; it only addresses machine learning. Deep learning techniques use more energy because
they are more complicated to train and operate on computers due to their several layers and many
parameters. Energy consumption rises during data pre-processing and model training since deep
learning models need enormous data to train to function at their best. The ensemble edge vector
approach facilitated the model’s high effectiveness.

8. FUTUREWORK

As shown in TABLE 5, Random Forest performs well compared to other models from relevant
studies and is competitive compared to traditional methods. The best approach is unet semantic
segmentation [49], which is especially useful for difficult jobs requiring in-depth feature extraction,
as shown in TABLE 6. Future work could incorporate deep learning architectures such as Unet into
the suggested model to achieve even better segmentation performance.
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