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Abstract
Domestic dogs display a range of postures, facial expressions, and other body language
cues that can be used to evaluate their emotional and mental state; however, many do not
understand the meaning of theses signals. In this study, we recognized calming signal of
companion dogs using a mobile application powered by MobileNetV2. Specifically, we
recognized calming signal such as “Play bowing”, which indicates to reinitiate play after a
pause, and “Licking nose”, which indicates nervousness. We conducted a user survey with
44 dog owners to investigate if this mobile application provides positive user experiences,
and received positive responses.
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1. INTRODUCTION

1.1 Research Background

Dogs use calming signals, i.e., body language, as a means of communication. Rugaas (2006) indi-
cated some behaviors displayed by domestic dogs were able to de-escalate or interrupt an aggressive
encounter. Such signals were hypothesized by Rugaas to be able to prevent aggressive episodes to
avoid conflicts. Rugaas labeled these signals as “calming signals.” She argued that dogs use calming
signals to calm themselves when they feel stressed or nervous, to communicate with other dogs and
to get along with other dogs or people [1]. Mariti et al. (2017) conducted a scientific analysis on
whether such signals can also calm other dogs in addition to communicating with them. Mariti et
al. mentioned several examples of calming signals including Head turning, Turning away, and Play
bowing [2].

The general method of recognizing canine behavior is to attach gyro or acceleration sensors to their
bodies [3, 4]. Wearable devices equipped with sensors are therefore placed on dogs for behavior
recognition. With recent developments in deep learning, however, several studies have been con-
ducted on animal behavior recognition using image recognition and pose estimation rather than
sensors.

We had initially planned to use the 2D or 3D pose feature for the present study. However, there
is a lack of datasets for pose estimation in dogs, unlike humans. DeepLabCut [5] is a study that
allows researchers to overcome the problem of insufficient data in animal studies such as this one.
Specifically, DeepLabCut is a software package that stores the joint positions of an animal and uses
such data to train a multi-layer artificial neural network for tracking animal movements. However,
because dogs are quadrupedal, it was difficult to obtain accurate 2D coordinates for the hidden
physical parts when a dog is facing the camera. In addition, DeepLabCut cannot estimate animals’
3D poses from a single view camera.

Due to occlusion, 2D pose estimation is not suitable for analyzing the behavior of quadrupedal
animals, and given the lack of 3D datasets, it was judged that estimating 3D poses from a single
view camera would be difficult. We therefore decided that image recognition is more appropriate
for extracting features from canine images and recognizing their patterns. However, it would be
difficult to collect a large number of calming signal images from Google Images. As such, this
study attempted to perform frame-by-frame image recognition.

According to Luo et al. (2018), the learning of CNN requires a large amount of images and label
each image and it takes a lot of time and effort to generate the training data [6]. However, it was
difficult to collect these images using image crawling, which gathers image data from Google.
Transfer learning is efficient in transferring the knowledge from a pre-trained model to another
model (generally of higher complexity) to be trained using the new available data. Transfer learning
eliminates the requirement of initiating a fresh learning scheme every time with different datasets.
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1.2 Related Work

There are various examples of image recognition technologies that can help to analyze calming sig-
nals in dogs, such as “Play bowing” and “Licking nose.” There are various technologies available for
automated image analysis, including object detection, image classification, and image description
generation, but the technologies that we have focused on in this research are Microsoft’s What-
Dog.net [7] andMicrosoft’s Azure Computer Vision API [8]. What-Dog.net is a service that applies
a reverse image search technique. When a dog’s picture is uploaded, it identifies the dog’s breed,
tells its temperament, and finds similar dogs. Azure Computer Vision API is also based on image
recognition technology. By observing an image of a cat lying on a leather chair, it detects list of
descriptions ordered from highest to lowest confidence. What is noticeable regarding the study is
that the image recognition technology not only detected that the subject in the picture was a cat
but also detected the cat’s posture—“the cat is lying down.” This implies that image recognition
technology can be used to estimate not only “what the subject is” but also “what the subject’s posture
is.”

We identified mobile applications for companions dog. There is a mobile application that can
classify a dog’s emotional state by recognizing the dog’s voice with a deep learning algorithm.
Another mobile application classifies the dog’s emotional state through image classification and
sends the information to the user.

Petpuls [9] is a collar-type wearable device worn by a dog, which is linked to the dog owner’s
mobile application. Its deep learning algorithm analyzes the physiological responses, such as the
dog vocalization, respiration volume, and heart rate of the dog wearing Petpuls in real-time by
combining with information, such as the breed, age, gender, and size of the dog. Based on this, it
analyzes five emotional states of the dog: stable, happy, nervous, angry, and sad, and provides them
as application notifications. Petpuls created a database by collecting voice sounds of approximately
10,000 dogs by breed and size for approximately three years. According to joint research conducted
with the Music and Audio Research Group at Seoul National University, the emotion recognition
accuracy exceeded 80%, which is expected to increase even more in the future as more data are
accumulated.

However, according to the reviews on Petpuls at Naver’s Smart Store [10] in South Korea, there
was a drawback where the emotional state was difficult to determine when the dog was not barking
because the emotional state was analyzed based on the dog’s voice recognition.

A research team at the University of Melbourne used convolutional neural network (CNN) to de-
velopHappy Pets [11], an application that classifies five emotional states: happy, angry, neutral, sad,
and scared. Happy Pets learns to link facial expressions and emotions through thousands of image
data, based onwhich the dog’s emotion is detected. However, the emotions of the dog breeds that the
Happy Pets can read are limited, and certain breeds may be classified as different breeds, reducing
the accuracy. Considering the future plan of Happy Pets, which plans to improve the accuracy by
including not only the dog’s facial expression but also the body in the emotion analysis, it appears
difficult to determine the emotion by relying solely on the dog’s facial expression.

In particular, according to the reviews on Happy Pets at Apple’s Appstore [12] in South Korea,
the recognition results were different from the dogs’ actual emotions. As mentioned above, we
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identified a user opinion that “the emotional state is difficult to determine when the dog is not
barking” in the case of Petpuls and that “it is difficult to determine the emotion by solely relying on
the dog’s facial expression” in the case of Happy Pets. In this study, based on these user feedbacks,
we aim to analyze calming signals to understand their emotions even when they are not barking.
Rather than interpreting the potentially ambiguous changes in a dog’s facial expressions, they will
focus on analyzing clear and distinct body language to determine the dog’s emotional state. Since
dogs cannot speak, understanding their calming signals can be an effective way to communicate and
interpret their emotions.

2. MATERIALS AND METHODS

Because the goal of this study is to develop a service application for mobile devices, we decided
that MobileNets [13, 14, 15], which can be applied on mobile devices, was the most appropriate
backbone for the present study. MobileNets are lightweight CNN architectures primarily designed
for mobile and embedded device applications. Along with convolution layers for feature extraction,
MobileNets employ depthwise separable convolution to significantly reduce the number of param-
eters in a neural network, thereby decreasing its size. MobileNet also uses two hyperparameters
– namely the width = and resolution multipliers – in order to shrink the models [16]. According
to Deng et al. (2009), a Neural Network (NN)-based detector typically uses a backbone network
to extract basic features for detecting objects, and in most cases it is designed originally for image
classification and pre-trained on ImageNet. We needed an image recognition method that uses
transfer learning to allow us to achieve image classification even with a small number of images
[17]. We recall the pre-trained MobileNetV2 model and proceed with the training again with the
dataset we collected to suit the purpose of the study. When the training of the model is completed,
the training model can be converted into the TensorFlow Lite [18] format for use on mobile devices.
Finally, it is possible to develop a mobile application capable of image recognition by applying the
extracted TensorFlow Lite to Android Studio.

2.1 System Architecture

FIGURE 1 shows the overall system structure of this application. First, we collect image datasets of
calming signals of companion dogs, signs of wanting to play together, and feeling nervous to learn
the model. Transfer learning is performed based on the MobileNetV2 model pre-trained with this
data. Convert the trained model to Tensorflow Lite, and build Tensorflow Lite in Android Studio to
create a mobile application that recognizes calming signals in real-time.

2.1.1 Dataset – selection of calming signal cues

In this study, images of calming signals of dogs, such as “Play bowing” and “Licking nose”, which
signify that the dog wants to play together and feels nervous, respectively, are recognized using
image recognition technology. As shown in TABLE 1, major calming signals of dogs defined by
Rugaas [1] include Play bowing, Licking nose, and Splitting up.
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Figure 1: Overall system structure

According to Rugaas [1], bowing can be an invitation to play, particularly if the dog is jumping
from side to side in playful manner. Furthermore, Licking nose can be seen in situations in which a
dog might feel uncomfortable such as when its owner hugs it too tightly or speaks in an angry tone.
Among the calming signals, Play bowing and Licking nose were defined as calming signals data
because they showed a distinct motion difference based on the image recognition technology. In the
future, we plan to expand classifiable calming signals gradually by enhancing image recognition
technology.

Table 1: Classification of calming signals
Calming signal Explanation
Licking nose An act of quickly or slowly licking the nose with the dog’s own tongue
Yawning An act of yawning
Lifting paw An act of slightly lifting one front leg
Freezing An act of suddenly standing still without moving

Sitting down An act of sitting down from the standing position
Lying down An act of lying down from the standing or sitting position
Marking An act of suddenly urinating

Play bowing An act of raising the rump upward and stretching the legs straight forward
Wagging the tail An act of wagging the tail
Head turning An act of turning the head sideways or backwards or putting it in one direction
Turning away An act of slightly turning the body sideways or completely turning away

Sniffing An act of sniffing here and there on the floor or staying at a place for a while with the nose placed there
Curving An act of suddenly walking in a curved form, such as a bow, when walking in a straight line

Splitting up An act of cutting in when there are multiple dogs or people

Focusing on the calming signals of dogs, such as recognition technology “Play bowing” show-
ing the intention of playing together and “Licking nose” expressing nervousness, we developed
OkeyDoggy, a mobile application, which displays a message according to the calming signal. For
example, it displays “Let’s play” when the dog bows and “Nervous” when the dog licks the nose.
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2.1.2 CNN network

Transfer learning is an important tool in deep learning to solve the problem of small datasets or
insufficient training data [19]. It is the process of transferring the weights of a CNN model that has
been trained on other large datasets such as ImageNet [17]. The pre-trained network is deprived
of the classification layers and new empty classification layers are attached [20]. After that, the
model is trained on a new dataset. Nowadays, a wide variety of CNN models have been introduced
such a ResNet50 [21], AlexNet [22], InceptionV3 [23]. However, as much as these CNN models
have been known for their performance, accuracy and their adaptivity to different datasets, they
have a large number of layers and parameters which usually slow down the training and prediction
operations. Newer models have been introduced to solve that problem, such as MobileNetV1 [13],
MobileNetV2 [14] and MobileNetV3 [16]. The three versions of the MobileNet models has been
improved ever since they were developed in 2017 [13]. The main purpose of the MobileNets was
to implement a light CNN model on mobile devices with a reduced model size (<10 MB) and a
reduced number of parameters.

In this study, we trained ResNet50, VGG-16, and MobileNetV2, and compared them in terms of
loss and accuracy. All three models employ CNN structures, and have exhibited high performance
in image recognition tasks. VGG-16 comprises 16 convolutional layers and a highly standardized
architecture. Owing to its relative simplicity and small number of hyperparameters, it is a popular
choice for extracting features from images using transfer learning [24]. ResNet50 is a 50-layer
deep CNN with 48 convolutional layers, one max pooling layer, and one average pooling layer.
ResNet links the nth layer input’s directly to the (n + x)th layer, enabling the stacking of additional
layers [25]. MobileNetV2 is a deep CNN with 53 layers, which functions as a powerful feature
extractor that can detect and segment objects. It is built on an inverted residual structure with
residual connections between bottleneck layers [26].

In this study, the model was trained with six classes as inputs to recognize the calming signals
of dogs, such as “Play bowing” and “Licking nose,” which have the meanings of wanting to play
together and feel nervous, respectively: 751 images of “Play bowing” (Let’s play), 848 images of
“Licking nose” (Nervous), 1,049 images of “Standing up”, a common posture of dog, 944 images
of “Sitting down”, 984 images of “Lying down” and 799 images of other cases where there is
“No dog“. Data were collected from Google Images, using combinations of the following search
keywords: ”Dog”, ”Play bowing”, ”Licking nose”, ”Standing up”, ”Sitting down”, and ”Lying
down”. However, because images that do not contain a dog may be misclassified, we created a ”No
dog” class to prevent this situation. The ”No dog” class primarily encompasses images of spaces,
such as typical cities and parks, instead of dogs. Because the collected images exhibited variable
resolutions, all images were resized to 224 x 224 pixels prior to training. The images were collected
randomly, without limitations according to dog breeds. Moreover, the collected images were mostly
taken from angles directly facing the dogs during daytime when the subjects were visible.

In this study, only “Play bowing” and “Licking nose” were considered calming signals, and the
app performed a binary emotional analysis in which owners were informed of their dogs’ friendly
emotions in the case of “Play bowing” and negative emotions in the case of “Licking nose.” In
addition, “Sitting down” and “Lying down” were included among the calming signals, but they were
considered common postures because there is a high possibility that these two behaviors are dog
behaviors that generally occur without any particular intention rather than being calming signals.
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In addition, because behavior results were detected with very low probabilities even in cases where
there were no dogs, images of general landscapes, people, etc. were classified as the “No dog”
class to improve performance. The ratio of train and validation dataset was set as 8:2. We used the
“splitfolders.ratio” specifying the true path of the folder containing the data that we want to split,
the output true path location, and the ratio that we want to use to divide the data.

Since there is a limit to collecting a large amount of data corresponding to the calming signals of
dogs, the problem was solved by augmenting the small number of data using the data augmentation
technique. Data augmentation is a method of augmenting data by editing a picture into multiple
pages by means of Flipping, Cropping, Rotation, etc. it is a technique used in computer vision and
deep learning to artificially increase the size of a dataset by creating new, slightly modified versions
of existing images.

In this study, the MobileNetV2 model was used as a pre-trained model for transfer learning. Ten-
sorflow was used as this study’s deep learning framework, Categorical Cross Entropy as its loss
function, and RMSProp(Root Mean Square Propagation), as its optimizer. The RMSProp optimizer
was used owing to its superior performance over the Adam optimizer. As hyper-parameters of the
training model, the number of epochs was 100, the batch size was 32, and the learning rate was
0.0001. GeForce RTX 3090 with 64GB RAM was used as the graphical processing unit in all the
experiments.

2.1.3 Mobile application

If the APK file is extracted by converting the trained model into the TensorFlow Lite format, and
the mobile application is executed, it is possible to analyze the dog’s behavior observed through the
camera. APKs are a file format used for the installation and distribution of mobile apps.

The TensorFlow Lite Support Library provides a TensorImage class that can contain images to
be input to the model. When images are collected in real time through the camera API, the library
converts Bitmap format images into the ByteBuffer format, allowing them to be directly input to the
model. The model classifies images by matching similar label values, and the prediction results are
displayed on the mobile app screen immediately. FIGURE 2 shows that the application determined
that a dog’s observed behavior is “Play bowing” and displays a message for the pertinent calming
signal, “Let’s play.”

The OkeyDoggy application has a function for showing the calming signal in the lower bar of the
main screen when the entry screen changes to the camera screen. If the accuracy of the calming
signal recognized on the camera screen is over 95%, the result of which calming signal was recog-
nized is displayed. When the dog is viewed through the camera while the calming signals button is
pressed, if a calming signal is recognized, a message expressing the dog’s current state is displayed
on the center screen.
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Figure 2: Final Prototype of OkeyDoggy

2.2 User Experience Methodology

In this study, we defined hypotheses H1 and H2 to determine if the application helped users to
understand their dogs’ calming signals and hypotheses H3 and H4 to determine if the application
provided users with a positive experience. TABLE 2 shows research hypotheses and their corre-
sponding sub-hypotheses.

Table 2: Research hypotheses
Hypothesis Description

H1 The dog owner can understand the dog’s calming signal information provided by the application.
H2 The dog owner can trust the dog’s calming signal information provided by the application.
H3 This application is desirable.
H4 This application is credible.

To determine if the application helped users to understand their dogs’ calming signals, we mea-
sured how much the users understood and trusted the calming signal information provided by the
application. According to Sukhwal et al. [27], information understandability refers to readability
and interpretability of information to the readers. According to Tseng et al. [28], information
reliability refers to whether the information is felt reliable. We brought questionnaire questions from
the understandability scale of Ramaprasad [29] for the information understandability and from the
reliable scale of Brackett et al. [30] for the information reliability.

Morville (2005)’s honeycomb model is a tool that validate user experiences from a holistic per-
spective and includes measurement factors such as usable, useful, desirable, valuable, findable,
accessible, and credible [31]. To determine if our mobile application provided users with a positive
experience, we selected desirable and credible from among the honeycomb model’s seven measure-
ment factors to verify useability.
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There are two questions for each evaluation item, with a five-point Likert scale per question, result-
ing in a total of 8 questions. In each question, the score was 1 point for “strongly disagree,” 2 points
for “disagree,” 3 points for “neutral,” 4 points for “agree,” and 5 points for “strongly agree”.

2.2.1 Statistical analysis

From May to June 2021, a user survey of 47 dog owners was conducted at parks in Seoul and
Incheon, South Korea. During that period, the dog owners walking dogs in the parks executed the
application, checked the screen configuration, and then executed the user tasks sequentially.

The experiment was conducted under highly restrictive conditions. Specifically, it was conducted
during daytime, in parks with monotonous backgrounds that did not interfere with the recognition
of dogs. Thus, dog owners performed the user tasks in an environment where the entire subject was
clearly visible with minimal light interference. Owners were advised to point the camera toward
their dogs from a frontal angle, directly facing the dog, to capture the entire subject, as the app is
unable to identify the dog in the image if the entire subject is not captured. Owners were then given
smartphones equipped with the app to perform user tasks. The dogs took various poses on a green
area.

Subsequently, they answered the survey questions, and later, we conducted in-depth user interviews.
For the user survey, we obtained permission from all the dog owners, and the entire process was
recorded with audio and video. SPSS statistical software (IBM SPSS Statistics ) was used to
statistically analyze the survey.

We surveyed 47 test subjects who had companion dogs; however, determining the data for three
persons were noises based on the data analysis results, we analyzed the data based on the responses
of 44 final test subjects. As shown in TABLE 3, there were 14 males (31.8%) and 30 females
(68.2%) among the 44 test subjects, and in terms of age, two persons were in their 10s (4.5%),
21 persons in their 20s (47.7%), 14 persons in their 30s (31.8%), and seven persons in their 50s
or older (16%). Because 22 persons (50.0%) had companion dogs for less than or equal to five
years, and 15 persons (34.1%) for 10 to 15 years, indicating that many test subjects did have a long
experience of raising dogs, it is predicted that the companion dogs have increased sharply in recent
years. Furthermore, 14 people (31.8%) responded that they knew calming signals, and 30 people
(68.2%) responded that they did not know calming signals, indicating that the majority of the test
subjects did not know calming signals.

Nunnally (1978) argued that if the Cronbach’s 𝛼 value was greater than or equal to 0.60 in the
exploratory research field, the data were reliable [32]. The survey questions that were used in this
paper had a Cronbach’s 𝛼 value of 0.882, and because the Cronbach’s 𝛼 value was higher than 0.60,
it was determined that every evaluation item was a measurement indicator with inner consistency.
Also, because the “Cronbach’s alpha if item deleted” for all questions was between 0.820 and 0.874
as shown in TABLE 4, it can be seen that there were no questions that harmed reliability in particular.
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Table 3: Demographics

Category N % Total

Gender Male
Female

14
30

31.8
68.2 44 persons

Age

10s
20s
30s
40s

50s or older

2
21
14
0
7

4.5
47.7
31.8
0.0
16.0

44 persons

Period of raising
companion dog(s)

5 years or less
5 to 10 years
10 to 15 years

15 years or longer

22
4
15
3

50.0
9.0
34.1
6.8

44 persons

I know
calming signals

Yes
No

14
30

31.8
68.2 44 persons

Table 4: Reliability analysis

Category Cronbach’s Alpha if Item Deleted
Information Understandability 0.874

Information Reliability 0.820
Desirable 0.846
Credible 0.848

3. RESULTS

In this study, we compared the performance of three models: MobileNet2, ResNet50, and VGG-16.
Among them, MobileNet2 exhibited the highest accuracy. Subsequently, we implemented a mobile
application using MobileNet2 and evaluated the final user experience using this application. We
assessed the accuracy for each class, the effects of data augmentation, and compared the accuracy
and loss of the three models. Furthermore, we conducted descriptive statistics and correlation
analysis for various user experience factors. Finally, based on depth interviews, we completed
an affinity diagram.

3.1 System Evaluation

TABLE 5 shows the accuracy for each class: “Licking nose (Nervous)” has the highest accuracy at
98%, and “Standing up” has the lowest accuracy at 90%. The confusion matrix shown in FIGURE
3, refers to a table that compares the prediction and observation to assess the trained model’s perfor-
mance. In the case of “Licking nose (Nervous)”, which showed the highest accuracy, the prediction
matched the observation in 125 of 128 images, and it was incorrectly predicted as “Lying down”
in three images. In the case of “Standing up,” which showed the lowest accuracy, the prediction
matched the observation in 142 of 158 images, and it was incorrectly predicted as “Licking nose
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(Nervous)” in two images, “Other” in one image, “Sitting down” in nine images, “Lying down” in
three images, and “Play bowing (Let’s play)” in one image.

Table 5: Accuracy per class

CLASS ACCURACY SAMPLES
Licking nose (Nervous) 0.98 128

No dog 0.97 120
Sitting down 0.92 142
Lying down 0.92 148
Standing up 0.90 158

Play bowing (Let’s play) 0.96 113

Figure 3: Confusion matrix

To find out how much the accuracy of the model improves when the data is augmented with the data
augmentation technique, the accuracy and loss are compared before and after data augmentation.
FIGURE 4(a), when training themodel without augmenting the data, the train accuracy was 97.21%,
the train loss was 0.11, the valid accuracy was 85.56%, and the valid loss was 0.2644. As shown
in 7(b), when the model is trained after augmenting the data, the train accuracy is 99.30%, the train
loss is 0.0517, the valid accuracy is 97.2%, and the valid loss is 0.0957, it can be seen that all values
have improved compared to before.

We further tested the ResNet50 model and the VGG-16 model under the same conditions to verify
the usefulness of the MobileNetV2 model. In FIGURE 5, we can see the results of comparing
the accuracy and loss of each model on the validation dataset. When the model is trained with
augmented data under the same conditions, the accuracy of the ResNet50 model is 68.4% and
the loss is 0.5352, which shows the lowest performance among the three models. In addition, the
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Figure 4: Effect of data augmentation

accuracy of the VGG-16 model was 89.2% and the loss was 0.3137, showing better performance
than the ResNet50 model, but not reaching the performance of the MobileNetV2 Model.

Figure 5: Comparison of accuracy and loss between models
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3.2 Statistics Analysis

TABLE 6 shows the results of analyzing descriptive statistics to validate the research hypothe-
sis. The results for “Information Understandability (M=4.5682, SD=.50106)” and “Information
Reliability (M=4.3977, SD=.65218)” indicate that the overall levels for user experience factors are
positioned between “Neutral” (3 points) and “Strongly agree” (5 points). Therefore, based on the
determination that the “Information Understandability” and “Information Reliability” are at positive
levels, the two detailed research hypotheses are accepted, and the app exhibits usefulness in allowing
owners to understand their dogs’ calming signals. Since “Information Reliability” is lower than
“Information Understandability”, it appears that the test subjects do not always trust the provided
calming signal information. When analysis was performed based on in-depth interviews, it was
observed that because there was no existing application comparable to this application, making
it difficult to compare, the users had some difficulty in trusting the calming signal information
provided by the application.

In addition, the “Desirable (M=4.4886, SD=.59542)” and “Credible (M=4.3523, SD=.75928)” re-
sults were judged to be positive levels, and we accepted the hypothesis that the app provides users
with a positive experience in regards to the user experience evaluations of the app. However, the
results of analyzing the in-depth interviews showed that “Credible” had a large standard deviation.
This implies that the app worked well when it was used for short periods of time, but it became
unstable when it was used for long periods.

Table 6: Descriptive statistics analysis

N Min. Max. M SD
Information Understandability 44 3.5 5.0 4.568 .501

Information Reliability 44 3.0 5.0 4.398 .652
Desirable 44 3.0 5.0 4.489 .595
Credible 44 2.0 5.0 4.352 .759

3.3 Correlation Analysis

The Pearson correlation coefficients between “Information Understandability”, “Information Reli-
ability”, and the honeycomb model’s two measurement factors are presented in TABLE 7 (with the
significance level set to 0.01).

When the correlations were analyzed, we found that “Information Understandability” and “Infor-
mation Reliability” had positive (+) correlations with “Desirable”, and “Credible”.

The Pearson correlation coefficients between “Information Understandability,” “Information Relia-
bility,” “Desirable,” and “Credible” ranged from 0.529 to 0.697, confirming that they had fairly high
correlation. This suggests that the more easily users were able to check their dogs’ calming signals
with the app, the better their experience of the app. Specifically, because “Information Reliability”
and “Credible” had the highest correlation at 0.697, it can be seen that the more the owners felt they
could rely on the calming signal information provided by the app, the more the app’s credibility
increased.
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Table 7: Result of correlation analysis

Information
understandability

Information
reliability Desirable Credible

Information
understandability 1

Information
reliability .751∗∗ 1

Desirable .529∗∗ .686∗∗ 1
Credible .577∗∗ .697∗∗ .742∗∗ 1

∗𝑝 < .05, ∗∗𝑝 < .01

3.4 Depth Interview

We conducted depth interviews with some test subjects to obtain qualitative evaluations of this
application. We then used an affinity diagram to compare and analyze the opinions obtained through
the in-depth interviews. Known as the KJmethod, the Affinity Diagramwas developed byKawakita
Jirou in 1953. After field interviews, all the participant notes are collated and audio or visual files
are converted into transcripts. Keywords, phrases, or sentences relevant to the activity theme are
recorded on cards or notes, and then sorted into groups [33]. We used the affinity diagram to
categorize the opinions from the in-depth interviews into three categories, i.e., feeling, need, and
actual situation, listed in FIGURE 6.

4. DISCUSSION

In this study, we developed an application that can recognize the dog’s state through image analysis
by training the model with a dataset of images corresponding to “Play bowing” and “Licking nose,”
which, in the calming signals gesture language used by dogs, convey the meanings of “Let’s play”
and “Nervous,” respectively.

Through a system evaluation, we investigated the accuracy of the image analysis in the proposed
application. We demonstrated the effects of data augmentation during network training by creating
a graph of training, validation accuracy, and loss before and after applying data augmentation, and
we compared the performance of a MobileNetV2 model, ResNet50 model, and VGG-16 model to
show that the MobileNetV2 model had the best performance in this study.

Moreover, we developed a mobile application based on the MobileNetV2 model, capable of real-
time analysis of calming signals in dogs. We conducted descriptive statistical analysis to assess
the application’s utility in understanding dogs’ calming signals and its overall user experience.
Furthermore, correlation analysis was performed to investigate any potential linear relationship
between understanding calming signals and application usability.

We conducted Likert scale-based quantitative user experience evaluations based on the two eval-
uation items “Information Understandability” and “Information Reliability” for usefulness in un-
derstanding calming signals and the honeycomb model’s two items for application usability. After
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Figure 6: Affinity diagram

the experiment, we also conducted qualitative evaluations using interviews. Based on these, we
confirmed that the designed application is actually useful for understanding calming signals and
provides positive experiences to the users. In particular, we confirmed that the more the users felt
they could rely on the calming signal information provided by the app, the more the app’s credibility
increased.

In addition, because this study selected the two least similar calming signals when performing image
recognition, the app’s accuracy may suffer when trying to classify different calming signals.

We compiled a dataset related to calming signals fromGoogle Images, whichwas highly challenging
as these signals are not generally recognizable. In particular, finding many images of calming
signals for a certain dog breed was difficult. Instead, we collected these images independent of
breed. However, because there are differences in the appearance of each dog breed, we believe
more meaningful results could be obtained if the dataset and experiment were restricted to a single
breed.

The experiment for the usability survey was conducted under very limiting conditions: during the
daytime, and in parks with green areas. Consequently, the recognition rate may vary significantly
in general circumstances. Specifically, the recognition rate decreased when the camera did not fully
capture the canine subject. In addition, it seems that the recognition rate was good because training
was performed with classes generally consisting of images captured in daytime. The experiment
itself was also conducted during daytime. The recognition rate may drop at nighttime or indoors
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when the subject is less visible. Moreover, the recognition rate was generally suboptimal when the
camera was pointed toward the dog from the left, right, and rear, rather than the front.

While it is possible to achieve high accuracy using large and heavy models, these models present
challenges when implemented in mobile or embedded devices. Instead, we used the lightweight
MobileNetV2 to verify the real-time recognition of calming signals for dogs in a mobile app. We
also demonstrated how this image recognition technology can be used in practice. However, many
additional variables must be considered in real environments, including camera angle and light
intensity. We verified that these variables significantly affect recognition results. Furthermore, we
believe that the results would have been very different if the experiment had been conducted in a
space with many objects, or at nighttime. Therefore, further research is needed to ensure that the
app can be used immediately in practical settings without experimental constraints.
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