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Abstract
We mainly study the voting model. The article considers recognition problems with disjoint
classes. These problems are, in a particular case, a discrete analogue of the problem of
finding optimal solutions. Not only the problems of synthesizing the best solutions, but
also other important classes of applied problems are reduced to recognition problems. In real
calculations, there is no need to remember all the parameters 𝑃𝑟𝑣 · 𝜀𝑟𝑣 that determine the
proximity function for the recognizable object and the sets 𝐾 𝑗 . It is enough to limit ourselves
to only a small part. The values of the parameters 𝜀𝑖𝑘𝑃𝑖𝑘 in problems with disjoint classes
are determined independently for each class.

In this paper, we describe methods that allow you to select the parameters 𝜀𝑖𝑘𝑃𝑖𝑘 depending
on the values of the 𝑘-th feature 𝑎𝑖𝑘 on the objects of the original information. An algorithm
for selecting the parameters 𝑃𝑖𝑘 that determine the proximity function for the recognizable
object and the classes 𝐾 𝑗 has been developed. and the choice of parameters 𝜀𝑖𝑘 , defining
the proximity function in recognition problems with non-overlapping classes. A method
for constructing a support set for a recognition algorithm in problems of classifying objects
with disjoint classes has been proposed. A numerical method for finding optimal values
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of the parameters 𝜀𝑖𝑘𝑃𝑖𝑘 defining the proximity function in recognition problems with non-
overlapping classes based on solving systems of Boolean equations and searching for irre-
ducible table coverage has been developed.

Keywords: Numerical method, Finding optimal values, Recognition, Non-intersecting
classes, Systems of Boolean equations, Irreducible table coverage, Correct algorithm.

1. INTRODUCTION

In recent years, the solution of applied problems of classification, recognition and forecasting has
received great development [1, 2]. In many real cases, the solution scheme remains the same, the set
of possible solutions is divided into subsets in such a way that one subset includes solutions that are
close in some metric [3, 4]. In the future, the solutions that fall into one subset are not distinguished,
and all objects corresponding to these solutions are assigned to one class. Information is described
past experience is presented in the following form: various objects are described in some way
and their descriptions are divided into a finite number of non-overlapping classes. When a new
object appears, a decision is made to assign it to one or another class. It is proposed to choose
a generalized algorithm that would achieve extreme forecasting quality [5–7]. Let us consider
algorithmic models for solving classification problems. Among these models, we can highlight
the most common ones when solving applied problems. The article considers recognition problems
with non-overlapping classes. To solve these problems by algebraic methods, the article proposes
a computational algorithm that is much simpler in description and much more effective. These
problems are, in a particular case, a discrete analogue of the problem of finding optimal solutions.
Not only the problems of synthesizing the best solutions, but also other important classes of applied
problems are reduced to recognition problems. In the algorithmic approach, it is shown that each
algorithm 𝐴 can be represented as 𝐴 = 𝐵 × 𝐶 of two operators, a recognition operator 𝐵 and a
decision rule 𝐶 [8–12].

The paper studies an algorithmic model for calculating estimates and proves the existence of an
optimal algorithm in this model. For problems with non-overlapping classes, a computational
algorithm that is much simpler in description and significantly more efficient is constructed [13].
Methods are developed that allow for more economical encoding of the operator 𝐵, which will
reduce the required memory and more efficiently use the constructed correct algorithms for solving
applied problems.

This paper investigates the parameters 𝜀𝑖𝑘𝑃𝑖𝑘 , which determine the proximity function for the
recognizable object and classes 𝐾𝑖 (𝑃𝑟𝑣 is the weight of the 𝑣-th feature in the reference object 𝑆𝑟 )
[14–17]. In problems with non-overlapping classes, the values 𝑎𝑖𝑘 are determined independently
for each class. We will describe methods that allow us to select the parameters 𝜀𝑖𝑘𝑃𝑖𝑘 depending
on the values of the 𝑘-th feature 𝑎𝑖𝑘 on the objects of the original information [18, 19].

To calculate the values of the parameters 𝜀𝑖𝑘𝑃𝑖𝑘 , we will assign, as was done earlier, the sign (+)
to the objects of the sequence if they belong to the class 𝐾 𝑗 . And the sign (-) if they belong to the
class 𝐶𝐾 𝑗 [20–27].
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This allows us to write the sequence as follows:𝑆+𝑖1 , 𝑆−𝑖2 , 𝑆−𝑖3 , 𝑆+𝑖4 , 𝑆+𝑖5 , . . . , 𝑆−𝑖𝑞 . Let the set of
admissible objects be divided into two classes: 𝐾 𝑗 and 𝐶𝐾 𝑗 [28–31]. Let it also be known that
objects 𝑆1, . . . , 𝑆𝑡 belong to the class 𝐾 𝑗 , and objects 𝑆𝑡+1, . . . , 𝑆𝑞 belong to the class 𝐶𝐾 𝑗 .

This article solves the problem of optimal selection of parameters 𝑃𝑖𝑘 , 𝜀𝑖𝑘 , which determine the
proximity function in problems with disjoint classes.

A method for constructing a support set for a recognition algorithm in problems of classifying
objects with non-intersecting classes is proposed. A numerical method for finding optimal values
of the parameters 𝜀𝑖𝑘𝑃𝑖𝑘 that determine the proximity function in recognition problems with non-
intersecting classes is developed based on solving systems of Boolean equations and searching for
irreducible table coverage.

2. SELECTION OF PARAMETERS 𝑃𝑖𝑘 , 𝜀𝑖𝑘 DEFINING THE PROXIMITY
FUNCTION IN PROBLEMSWITH DISJOINT CLASSES

2.1 Selection of Parameters 𝑃𝑖𝑘 .

Consider the value 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑖𝑘), 𝑡 = 1, 𝑞, that is, the distance from the value 𝑘 – that feature on the
object 𝑆𝑛 in the training table 𝑇𝑛𝑚𝑙, then the values of the same feature in 𝑆𝑡 from 𝑆𝑞:

𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑖𝑘) , . . . , 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑖𝑘) ∈ 𝐾 𝑗 (1)
𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑡+1) , . . . , 𝑝𝑘

(
𝑎𝑖𝑘 , 𝑏𝑞𝑘

)
∈ 𝐶𝐾 𝑗 (2)

When determining the parameter 𝑃𝑖𝑘 in real problems, two cases are possible:

1. 𝑎𝑖𝑘 - value of 𝑘 – th attribute in 𝑆𝑖 and 𝑆𝑖 ∈ 𝐾 𝑗 ;

2. 𝑎𝑖𝑘 - value 𝑘 – th feature in 𝑆𝑖 and 𝑆𝑖 ∈ 𝐶𝐾 𝑗 ;

In the first case, the parameters 𝑃𝑖𝑘 - are determined proportionally to the ratio of the sum of the
distances from the 𝑘 – th feature of the object 𝑆𝑖 in the training table 𝑇𝑛𝑚𝑙, to the values of that same
feature in 𝑆𝑢 from 𝑆𝑞, 𝑆𝑢 ∈ 𝐶𝐾 𝑗 to the sum of the distances of feature 𝑘 – object 𝑆𝑖 in the training
table 𝑇𝑛𝑚𝑙, to the values of the same feature in 𝑆𝑢 from 𝑆𝑞

∩
𝐾 𝑗 .

To avoid division by 0, we add 1 to the denominator. Then we determine the value of the weight
𝑃𝑖𝑘 using the formula:

𝑃01
𝑖𝑘 =

[𝑝 (𝑎𝑖𝑘𝑏𝑡 𝑘) + . . . + 𝑝𝑘
(
𝑎𝑖𝑘𝑏𝑞𝑘

)
]

[𝑝 (𝑎𝑖𝑘𝑏𝑖𝑘) + . . . + 𝑝𝑘 (𝑎𝑖𝑘𝑏𝑡 𝑘)] + 1
(3)

In the second case, the value of the weight of the feature in the reference object is determined by
the following formula:

𝑃02
𝑖𝑘 =

[𝑝𝑘 (𝑎𝑖𝑘𝑏𝑖𝑘) + . . . + 𝑝𝑘 (𝑎𝑖𝑘𝑏𝑡 𝑘)]
[𝑝𝑘 (𝑎𝑖𝑘𝑏𝑖𝑘) + . . . + 𝑝𝑘

(
𝑎𝑖𝑘𝑏𝑞𝑘

)
] + 1

(4)
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We will also describe the second method of determining weights. Let us introduce the concept of a
correct pair (𝑆𝑤 , 𝑆𝑣)

(
𝑆𝑤 ∈ 𝐾 𝑗 𝑆

𝑣 ∈ 𝐶𝐾 𝑗
)
for the sequence:

𝑆+𝑖1 , 𝑆−𝑖2 , 𝑆−𝑖3 , . . . , 𝑆+𝑖𝑞 (5)

Definition: Pair (𝑆𝑤 , 𝑆𝑣)
(
𝑆𝑤 ∈ 𝐾 𝑗 𝑆

𝑣 ∈ 𝐶𝐾 𝑗
)
from the sequence 𝑆+𝑖1 , 𝑆−𝑖2 , 𝑆−𝑖3 , . . . , 𝑆+𝑖𝑞 is called

correct with respect to (𝑆𝑢, 𝑟) 𝑢 = 𝑢 (𝑣, 𝑤) , 𝑟 = 𝑟 (𝑢, 𝑤) if
𝑃𝑟 (𝑎𝑢𝑟 , 𝑏𝑤𝑟 ) < 𝑃𝑟 (𝑎𝑢𝑟 , 𝑏𝑤𝑟 ) 1 ≤ 𝑣, 𝑤 ≤ 𝑞, 𝑣 ≠ 𝑤, 1 ≤ 𝑟 ≤ 𝑛 (6)

This means that the object 𝑆𝑤 ∈ 𝐾 𝑗 occurs earlier than the object 𝑆𝑣 ∈ 𝐶𝐾 𝑗 in the sequence
𝑆+𝑖1 , 𝑆−𝑖2 , 𝑆−𝑖3 , . . . , 𝑆+𝑖𝑞 .

In this case, 𝑃01
𝑢𝑟 is determined proportionally to the ratio of the number of correct pairs 𝑁 (𝐼, 𝑘) to

the total number of pairs 𝑡 · (𝑞 − 𝑡), that is:
𝑁 (𝐼, 𝑘)
𝑡 · (𝑞 − 𝑡) = 𝑃01

𝑢𝑟

Now, let’s change the concept of a correct pair, and for this case we will calculate the value of the
weight 𝑃02

𝑢𝑟 .

A pair (𝑆𝑤 , 𝑆𝑣) is called correct with respect to (𝑆𝑢, 𝑟) if in the sequence 𝑆+, . . . , 𝑆−𝑖𝑞 the object
𝑆𝑣 ∈ 𝐶𝐾 𝑗 occurs earlier than 𝑆𝑤 ∈ 𝐾 𝑗 . That is, for a pair (𝑆𝑤 , 𝑆𝑣), 𝑆𝑤 ∈ 𝐾 𝑗 , 𝑆𝑣 ∈ 𝐶𝐾 𝑗 from the
sequence 𝑆+𝑖1 , 𝑆−𝑖2 , 𝑆−𝑖3 , . . . , 𝑆+𝑖𝑞 the feature 𝑟 is such that:

𝑃𝑟 (𝑎𝑢𝑟 , 𝑏𝑢𝑟 ) < 𝑃𝑟 (𝑎𝑢𝑟 , 𝑏𝑤𝑟 ) 1 ≤ 𝑣, 𝑤 ≤ 𝑞, 𝑣 ± 𝑤, 1 ≤ 𝑟 ≤ 𝑛 (7)

Then the formula for determining 𝑃02
𝑢𝑟 will have the following form:

𝑡 · (𝑞 − 𝑡)
𝑁 (𝐼, 𝑘) = 𝑃02

𝑢𝑟 (8)

We can define 𝑃0
𝑢𝑟 as the sum of all 𝑃01

𝑢𝑟 and 𝑃02
𝑢𝑟 by first selecting the parameters 𝛼 and 𝛽 as 𝛼+𝛽 = 1,

𝛼𝑃01
𝑢𝑟 + 𝛽𝑃02

𝑢𝑟 = 𝑃0
𝑢𝑟 , or as the product 𝑃0

𝑢𝑟 = 𝑃01
𝑢𝑟 · 𝑃02

𝑢𝑟 .

2.2 Selection of Parameters 𝜀𝑖𝑘 .

The proximity function 𝐵
(
Ω, 𝑆, 𝐾 𝑗

)
is a threshold and depends on the values of the parameters 𝑆𝑖𝑘 .

Let’s arrange the objects of the sequence 𝑆+𝑖1 , 𝑆−𝑖2 , 𝑆−𝑖3 , 𝑆−𝑖4 , 𝑆+𝑖5 , . . . , 𝑆𝑞.

In ascending order of the value of 𝑝 (𝑎𝑖𝑘 , 𝑏𝑡 𝑘) 𝑡 = 1, 𝑞, we arrange the objects with equal element
values in an arbitrary manner.

For pairs (𝑆𝑤 , 𝑆𝑣) , 𝑆𝑢 ∈ 𝐾 𝑗 , 𝑆
𝑣 ∈ 𝐶𝐾 𝑗 we define the values that separate these pairs. We take

different values of 𝜀𝑖𝑘 for:

𝑝𝑖𝑘 (𝑎𝑖𝑣 , 𝑏1𝑘) , . . . , 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑡 𝑘) (9)
𝑝𝑖𝑘

(
𝑎𝑖𝑘 , 𝑏𝑡+1,𝑞

)
, . . . , 𝑝𝑘

(
𝑎𝑖𝑘 , 𝑏𝑞𝑘

)
(10)

Let these values be equal to 𝜀1
𝑖𝑘 , . . . , 𝜀

𝑟 (𝑖𝑘 )
𝑖𝑘 .

For pairs (𝑆𝑤 , 𝑆𝑣) , 𝑆𝑢 ∈ 𝐾 𝑗 , 𝑆
𝑣 ∈ 𝐶𝐾 𝑗 the following cases are possible:
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1. 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑢𝑘) = 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑢𝑘), then 𝑎𝑖𝑘 does not separate these pairs.

2. 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑖𝑘) > 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑢𝑘) , 𝑆𝑖 ∈ 𝐾 𝑗 – does not separate

3. 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑖𝑘) < 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑢𝑘) , 𝑆𝑖 ∈ 𝐾 𝑗 – divides

All parameters of the group 𝜀 𝑗 , except for the parameters 𝜀𝑖𝑘 are chosen so large that the inequalities
are satisfied:

𝑝𝑣 (𝑎𝑟𝑣 , 𝑏𝑖𝑣) < 𝜀𝑟𝑣 , 𝑖 = 1, 2, . . . , 𝑞 (11)

The parameters 𝜀𝑖𝑘 , 𝑖 = 1, 2, . . . , 𝑞 are chosen so that the inequalities are satisfied:

𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑖𝑘) ≤ 𝜀𝑖𝑘 ≤ 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑢𝑘) (12)

Such a choice of parameters 𝜀𝑖𝑢 occurs when 𝑆𝑢 ∈ 𝐾 𝑗 , 𝑆
𝑣 ∈ 𝐶𝐾 𝑗 . Thus, we obtain a partition using

the threshold 𝜀𝑖𝑘 , the values of which belong to the numerical half-segment composed of the values
[𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑖𝑘) ≤ 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏𝑣𝑘)]. When constructing algorithms for solving recognition problems,
logical recognition methods are used, based on discrete analysis and propositional calculus based
on it.

A new area of application of logic algebra methods is the problem of recognizing objects, where not
only quantitative relationships between quantities characterizing the processes under consideration
are essential, but also the logical dependencies connecting them.

A task for which the methods of logic algebra are applied can, for example:

- establishing various sets of features of a recognizable object, the consideration of which,
along with already known ones, would lead to a certain conclusion about the type of object.
The algorithm for recognizing objects based on logical methods was developed by Yu. M.
Zhuravlev.

Let the set of objects {𝑆} be divided into classes 𝐾 𝑗 , 𝑗 = 1, . . . , 𝑚 and the features 𝑖 = 1, 2, . . . , 𝑁
are used to describe the objects.

All objects are described by the same set of features. Each of the features can take values from
different sets: {0, 1} 0-feature is not expressed, 1-feature is expressed; {0, 1,Δ} Δ - information
about the feature is missing. The information is presented in the form of a training table 𝑇𝑛𝑚𝑙.

The problem is as follows: It is necessary to find such 𝜀𝑖 that each pair (𝑆𝑢, 𝑆𝑣) is separated at least
once.

The solution to this problem can be reduced to finding solutions to Boolean algebraic equations

𝜀1
𝑖1𝑘1

∪
𝜀𝑟𝑖2𝑘2

∪
. . . 𝜀𝑟1

𝑖𝑝𝑘𝑝

∪
. . .

∪
𝜀𝑟2
𝑖2𝑘2

∪
. . .

∪
= 1 (13)

In order to preserve the form of the logical connection in the written form, we introduce a constraint
for each group of logical terms (𝑖1𝑘1) (𝑖2𝑘2) . . . so that only one logical variable 𝜀2

𝑖𝑘 takes values
equal to 1 and the rest 0.
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If we write such Boolean algebraic equations with the introduced restrictions on the Boolean vari-
ables for all objects from the set {𝑆}, then wewill reduce to a system of Boolean algebraic equations:

𝜀1
𝑖1𝑘1

· 𝜀2
𝑖1𝑘1

· . . . · 𝜀𝑟𝑖1𝑘1

∪
𝜀1
𝑖1𝑘1

· 𝜀−2
𝑖1𝑘1

· 𝜀3
𝑖1𝑘1

· . . . · 𝜀𝑟𝑖1𝑘1
∪
∪

. . .
∪

𝜀1
𝑖1𝑘1

· . . . · 𝜀𝑟−1
𝑖1𝑘1

· 𝜀−𝑟𝑖1𝑘1
= 1
(14)

𝜀−1
𝑖1𝑘1

· 𝜀2
𝑖1𝑘1

· . . . · 𝜀2
𝑖1𝑘1

∪
𝜀1
𝑖2𝑘2

· 𝜀−1
𝑖2𝑘2

· 𝜀3
𝑖2𝑘2

· . . . · 𝜀𝑟𝑖2𝑘2
∪
∪

. . .
∪

𝜀1
𝑖2𝑘2

· . . . · 𝜀𝑟−1
𝑖2𝑘2

· 𝜀−𝑟𝑖2𝑘2
= 1
(15)

𝜀−1
𝑖1𝑘1

· 𝜀2
𝑖1𝑘1

· . . . · 𝜀2
𝑖1𝑘1

∪
𝜀1
𝑖2𝑘2

· 𝜀−1
𝑖2𝑘2

· 𝜀3
𝑖2𝑘2

· . . . · 𝜀𝑟𝑖2𝑘2
∪ . . .

∪
𝜀1
𝑖𝑛𝑘𝑛

· . . . · 𝜀𝑟−1
𝑖𝑛𝑘𝑛

· 𝜀−𝑟𝑖1𝑘1
(16)

The solution of this system of Boolean algebraic equations will give us a set 𝜀 separating all pairs of
the set of objects {𝑆}. Two group of equations are actually necessary in order to preserve the basic
structure of the previously described correct algorithms, in which any pair of control objects 𝑆𝑣 , 𝑆𝑢
is divided by a support set containing one pair (𝑟, 𝑡) , where 𝑟 = (𝑢, 𝑣) , 𝑡 = 𝑡 (𝑢, 𝑣).

In real calculations, the formation of a system of pairs dividing objects of the control set can be done
in a much less rigid way.

In the control population 𝑆𝑞, we select subsets 𝑆𝑞
∩
𝐾, 𝑆𝑞

∩
𝐶𝐾 𝑗 and denote them by 𝐾 𝑗 , 𝐶𝐾 𝑗 . We

take an arbitrary training object 𝑆 𝑗 and fix in it an object with feature 𝑡.

Case 1. 𝑆𝑖 ∈ 𝐾 𝑗 . As before, let us consider the set of distances 𝑝𝑡 (𝑎𝑖𝑡 , 𝑏1𝑡 ) , . . . , 𝑝𝑡
(
𝑎𝑖𝑡 , 𝑏𝑞𝑡

)
. It

is easy to see that only values in the given sequence of distances can be selected as values of the
parameter 𝑡. If we set 𝜀𝑖𝑡 = 𝑝𝑡 (𝑎𝑖𝑡 , 𝑏𝑘𝑡 ) , 1 ≤ 𝑘 ≤ 𝑞 or 𝜀𝑖𝑡 = 𝐶𝑖𝑡𝑘 then all objects 𝑆𝑢 of the control
sample for which 𝑝𝑡 (𝑎𝑖𝑡 , 𝑏𝑢𝑡 ) ≤ 𝐶𝑖𝑡𝑘 will receive a zero score. Therefore, it is desirable to choose
the value 𝐶𝑖𝑡𝑘 in such a way that the inequality is satisfied for the largest number of objects from
𝑆𝑞 belonging to the class 𝐾 𝑗 and, accordingly, is not satisfied for the largest number of objects not
belonging to the class 𝐾 𝑗 , 𝑍 . Let’s make a TABLE 1

Table 1: The largest number of objects that do not belong to class 𝐾 𝑗

𝑝𝑡 (𝑎𝑖𝑡 , 𝑏1𝑡 ) . . . 𝑝𝑡
(
𝑎𝑖𝑡 , 𝑏𝑞𝑡

)
If 𝜀𝑖𝑡 = 𝑝 (𝑎𝑖𝑡 , 𝑏𝑤𝑡 )

𝑁11 . . . 𝑁𝑞1 Number of objects for which the following have been completed (*)
𝑁12 . . . 𝑁𝑞2 Number of objects from 𝐶𝐾 𝑗 for which inequality (*) is not satisfied

As an approximate value of 𝜀𝑖𝑡 we can take 𝑝 (𝑎𝑖𝑡 , 𝑏𝑤𝑡 ) for which the value

𝑁1𝑤 + 𝑁2𝑤 ⇒ max,𝑊 = 1, 𝑞 (17)

Case 2. 𝑆𝑖 ∈ 𝐶𝐾 𝑗 . Carrying out similar reasoning and denoting as in the table by 𝑁1𝑤 , 𝑁2𝑤 the
number of objects of class 𝐾 𝑗 for which the inequality 𝑝𝑡 (𝑎𝑖𝑡 , 𝑏𝑢𝑡 ) ≤ 𝐶𝑖𝑡𝑤 .

Is not satisfied and, accordingly, the number of objects of class 𝐶𝐾 𝑗 for which it is satisfied, we
arrive at the same selection condition: 𝑁1𝑤 + 𝑁2𝑤 ⇒ max,𝑊 = 1, 𝑞.

The described procedure is computationally efficient and allows one to easily determine all thresh-
olds 𝜀𝑖𝑡 in the recognition algorithm.

3539



https://www.oajaiml.com/ | March 2025 Alimdzhan Babadzhanov, et al.

The threshold calculation algorithm 𝜀𝑖𝑡 described abovemay not provide sufficiently accurate recog-
nition only in the case when the division by each feature covers a large part of the control objects,
but a small part of the non-separable objects remains the same for all pairs. This is a fairly rare case,
but it can still occur when solving practical recognition problems.

In such a situation, it is possible to use an algorithm that is more labor-intensive than the one
described above, but less labor-intensive than the algorithm associated with solving a system of
Boolean equations.

3. CONSTRUCTION OF A SUPPORT SET FOR THE RECOGNITION
ALGORITHM

In the training table, the value of the 𝑘-th feature for the 𝑖-th object is allocated, i.e. the value is 𝑞𝑖𝑘 ,
and the entire column in the set of control objects is also allocated, i.e. values

𝑏1𝑘 , 𝑏2𝑘 , . . . , 𝑏𝑞𝑘 .

As noted earlier, as the value 𝜀𝑖𝑡 of the thresholds 𝜀𝑖𝑘 one can consider only:

𝑝𝑘 (𝑎𝑖𝑘 , 𝑏1𝑘) , 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏2𝑘) , . . . , 𝑝𝑘
(
𝑎𝑖𝑘 , 𝑏𝑞𝑘

)
(18)

If among the latter there are identical numbers, then the total number of values 𝜀𝑖𝑘 decreases
accordingly. We will solve the problem of recognizing control objects, in which the training table
consists only of elements 𝑎𝑖𝑘 and the column 𝑏1𝑘 , . . . , 𝑏𝑞𝑘 is recognized. Recognition is carried out
for a fixed class 𝐾 𝑗 , 1 ≤ 𝑗 ≤ 𝑙. The simplest recognition rule is applied:

1) 𝑆𝑖 ∈ 𝐾 𝑗

a) 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏2𝑘) ≤ 𝜀 ⇒ assigns one vote for class 𝐾 𝑗 to object 𝑆𝑟 .
b) 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏2𝑘) > 𝜀1 ⇒ assigns one vote for class 𝐾 𝑗 to object 𝑆2

0.

2) 𝑆𝑖 ∈ 𝐾 𝑗

a) 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏2𝑘) > 𝜀𝑖𝑘 ⇒ the object 𝑆𝑟 is assigned one vote for the class 𝐾 𝑗 .
b) 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏2𝑘) ≤ 𝜀𝑖𝑘 ⇒ the object 𝑆2

0 is assigned a vote for the class 𝐾 𝑗 .

For given numbers (𝑖, 𝑘) and the selected value of 𝜀𝑖𝑘 , the sets of all control objects 𝜇 (𝑖, 𝑘, 𝜀𝑖𝑘) that
received the vote in the above-described procedure one vote and a set 𝐾 𝑗 of objects that actually
belong to the class 𝐾 𝑗 .

Two sets are introduced:

𝑀1 (𝑖, 𝑘, 𝜀𝑖𝑘) = 𝑀 (𝑖, 𝑘, 𝜀𝑖𝑘)
∩
𝐾 𝑗 - a set of objects incorrectly recognized by the described proce-

dure.

The sets 𝑀1 (𝑖, 𝑘, 𝜀𝑖𝑘) , 𝑀2 (𝑖, 𝑘, 𝜀𝑖𝑘) are formed by 𝑖 = 1, 𝑚, 𝑘 = 1, 𝑛, 𝜀𝑖𝑘 = 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏1𝑘) , . . . ,
𝑝𝑘

(
𝑎𝑖𝑘 , 𝑏𝑞𝑘

)
thus the total number of sets 𝑀1 (𝑖, 𝑘, 𝜀𝑖𝑘) = 𝑀2 (𝑖, 𝑘, 𝜀𝑖𝑘).
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Does not exceed the value 𝑛 · 𝑚 · 𝑞.

Let
𝑀̃ = ∩

𝑖=1,𝑚
𝑘=1,𝑛

𝑀2 (𝑖, 𝑘, 𝜀𝑖𝑘) , 𝜀𝑖𝑘 = 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏1𝑘) , . . . , 𝑝𝑘
(
𝑎𝑖𝑘 , 𝑏𝑞𝑘

)
(19)

The non-emptiness of the set 𝑀̃ means that there is a control object incorrectly recognized by all
𝑎𝑖𝑘 for all possible values of 𝜀𝑖𝑘 .

Otherwise, the construction can be carried out without resorting to a rather cumbersome general
theory.

4. RECOGNITION ALGORITHM FOR THE CASE WHEN THE SET IS
EMPTY.

We fix the value (𝑖, 𝑘, 𝜀𝑖𝑘). We associate this triple with a Boolean variable 𝑋𝑖𝑘 , 𝜀𝑖𝑘 for each of
the control objects belonging to the class 𝐾 𝑗 . We select triples (𝑖, 𝑘, 𝜀𝑖𝑘) on which this object is
recognized correctly. The set of such triples for the object 𝑆2 is denoted by 𝔐2. Forms a logical
equation 𝑉𝑋𝑖𝑘 , 𝜀𝑖𝑘 = 1; 𝑋𝑖𝑘 , 𝜀𝑖𝑘 ∈ 𝔐2.

In other words, we require that the support set of numbers (𝑖, 𝑘) includes at least one pair (𝑖, 𝑘) for
which the object is recognized correctly. By varying r, we obtain the system

𝑉𝑋𝑖𝑘 , 𝜀𝑖𝑘 = 1;
𝑋𝑖𝑘 , 𝜀𝑖𝑘 ∈ 𝔐2;
𝑟 = 1, 𝑞

(20)

The existence of at least one solution to this system is ensured by the emptiness of the set 𝑀̃ .

System (20) exactly coincides with the systems describing the construction of dead-end tests; there-
fore, any algorithm for synthesizing all or some part of the dead-end tests can be used to solve it. If
in test theory it is customary to characterize a dead-end test by its length (the number of elements
in the test), then in this case the selection of the best dead-end test should be carried out according
to another criterion.

Let a solution of system (20) be selected inwhich the unknownwith numbers from the set {𝑖, 𝑘, 𝜀𝑖𝑘} =
𝑄 has received the value 1.

When carrying out the procedure with a single training element 𝑎𝑖𝑘 and a threshold 𝜀𝑖𝑘 , we fix the
number of errors on the control equal to:

𝑚 : (𝑎𝑖𝑘 , 𝜀𝑖𝑘) (21)

Then the total number of errors with separate use of elements from 𝑄 is obviously equal to:

(𝑄) =
∑

{𝑖,𝑘, 𝜀𝑖𝑘 }𝑄
𝑚 (𝑎𝑖𝑘 , 𝜀𝑖𝑘) (22)
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It is required to select a solution (dead-end test) for which the value 𝑚 (𝑎) is minimal. To reduce
the search when solving the system, first for each pair (𝑖, 𝑘) the value (𝑖, 𝑘) is fixed that gives the
minimal number of errors, and then only the numbers of the training elements are varied in the
system.

The solution to the system will yield a set of numbers (𝜀𝑖𝑘 , 𝑖, 𝑘) that make up the support set in the
voting algorithm.

5. NUMERICAL METHOD FOR FINDING OPTIMAL VALUES OF
PARAMETERS 𝜀𝑖𝑘 , 𝑃𝑖𝑘

We will describe methods that allow choosing optimal values of parameters 𝜀𝑖𝑘 , 𝑃𝑖𝑘 depending on
the 𝑘-th feature 𝑎𝑖𝑘 on the objects of the initial information.

The set of control objects is also divided into two classes 𝐾 𝑗 and 𝐶𝐾 𝑗 .

In the training table, the value of the 𝑘-th feature is allocated for the 𝑖 -th object, i.e. values, the
entire column in the set of control objects is also selected, i.e. the values:

𝑏1𝑘 , 𝑏2𝑘 , . . . , 𝑏𝑞𝑘 (23)

Let’s define an elementary procedure for selecting the calculation of votes.

Let us sum up all positive contributions when comparing 𝑎𝑖𝑘 , 𝑏1𝑘 , . . . , 𝑏𝑞𝑘 and negative contribu-
tions by absolute value.

The total number of positive situations will be written:

Γ+
𝑖𝑘 (𝜀𝑖𝑘 , 𝑃𝑖𝑘) = 𝑃𝑖𝑘 (24)

The total number of negative situations will be written:

Γ−
𝑖𝑘 (𝜀𝑖𝑘 , 𝑃𝑖𝑘) = |−𝑃𝑖𝑘 | (25)

The resulting sum of positive and negative situations depends linearly on the values of the object
weight - −𝑃𝑖𝑘 . The threshold values 𝜀𝑖𝑘 are selected from the set:

𝑝𝑘 (𝑎𝑖𝑘 , 𝑏1𝑘) , 𝑝𝑘 (𝑎𝑖𝑘 , 𝑏2𝑘) , . . . , 𝑝𝑘
(
𝑎𝑖𝑘 , 𝑏𝑞𝑘

)
(26)

If among these values there are identical threshold values 𝜀𝑖𝑘 , then the total number of values 𝜀𝑖𝑘 ,
is reduced.

Belowwe will describe a method that allows choosing the optimal value of 𝜀𝑖𝑘 and thereby reducing
the enumeration of the set of values {𝜀𝑖𝑘}.

Let us consider two values 𝜀1
𝑖𝑘 and 𝜀

2
𝑖𝑘 of the threshold 𝜀𝑖𝑘 .

Let 𝜀1
𝑖𝑘 be no worse (better) than 𝜀

2
𝑖𝑘 . (

𝜀1
𝑖𝑘 >> 𝜀

2
𝑖𝑘 , 𝜀

1
𝑖𝑘 > 𝜀

2
𝑖𝑘

)
(27)
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If these conditions are satisfied, then this can be written as a system of inequalities{
Γ+
𝑖𝑘

(
𝜀1
𝑖𝑘

)
≥ Γ2

𝑖𝑘

(
𝜀2
𝑖𝑘

)
Γ𝑖𝑘

(
𝜀1
𝑖𝑘

)
≤ Γ𝑖𝑘

(
𝜀2
𝑖𝑘

) (28)

or {
Γ+
𝑖𝑘

(
𝜀1
𝑖𝑘

)
> Γ2

𝑖𝑘

(
𝜀2
𝑖𝑘

)
Γ𝑖𝑘

(
𝜀1
𝑖𝑘

)
< Γ𝑖𝑘

(
𝜀2
𝑖𝑘

) (29)

Value chart 𝜀𝑖𝑘 look like this FIGURE 1:

Figure 1: 𝜀𝑖𝑘 value diagram

The resulting set will contain the best dominant values of the thresholds 𝜀𝑖𝑘 .

The set of dominant values 𝜀𝑖𝑘 will be denoted by 𝐷 (𝑖𝑘). This set will consist of the values
{0,−𝑃𝑖𝑘 , 𝑃𝑖𝑘} of the threshold 𝜀𝑖𝑘 calculated in positive situations by a certain elementary procedure
for choosing 𝜀𝑖𝑘 .

The optimality of the chosen values of 𝜀𝑖𝑘 is clearly demonstrated by the following theorem.

Theorem: 𝐷 (𝑖𝑘) is the set of dominant values of the threshold 𝜀𝑖𝑘 , consists of values of 𝜀𝑖𝑘 with
the same values of Γ+

𝑖𝑘 , Γ
−
𝑖𝑘 .

Proof Indeed, if we take some threshold value equal to 𝜀𝑖𝑘 = 𝐿𝑖𝑘 , then we can write the following
equality:

Γ+ (𝐿𝑖𝑘) + |Γ− (𝐿𝑖𝑘) | = 𝑞𝑃𝑖𝑘 (30)

giving the total value of all contributions.

From the construction of the elementary procedure for calculating votes, namely from the property
of calculating −𝑃𝑖𝑘 votes, it is clear that any increase in the sum of positive contributions Γ+ (𝐿𝑖𝑘)
automatically reduces the total value of negative contributions Γ− (𝐿𝑖𝑘) and thereby preserves the
equality sign in (30), which proves the theorem.

Above, we considered methods that allow choosing the threshold value 𝜀𝑖𝑘 . To fully define the
proximity function

(
Ω, 𝑆, 𝐾 𝑗

)
below we will consider methods that allow us to determine the value
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Table 2: The value of the weights 𝑃𝑖𝑘 for the object 𝑆𝑖

𝑃
𝑗
11 𝑃

𝑗
12 . . . 𝑃

𝑗
1𝑛

𝑃
𝑗
21 𝑃

𝑗
22 . . . 𝑃

𝑗
2𝑛

...
...

...
...

𝑃
𝑗
𝑚1 𝑃

𝑗
𝑚2 . . . 𝑃

𝑗
𝑚𝑛

of the weight of the object 𝑃𝑖𝑘 . Let the value of the weights 𝑃𝑖𝑘 for the object 𝑆𝑖 be given in the
form of the following TABLE 2.

Let, as before, the set of metrics be divided into two classes:

𝑃𝑘 (𝑎𝑖𝑘 , 𝑏𝑖𝑘) , . . . , 𝑃𝑘 (𝑎𝑖𝑘 , 𝑏𝑖𝑘) ∈ 𝐾 𝑗 (31)
𝑃𝑘

(
𝑎𝑖𝑘 , 𝑏𝑡+1,𝑘

)
, . . . , 𝑃𝑘

(
𝑎𝑖𝑘 , 𝑏𝑞𝑘

)
∈ 𝐾 𝑗 (32)

The problem of choosing the optimal value of the parameter 𝑃𝑢𝑣 can be reduced to solving a system
of linear equalities, which can be written as follows form:{∑

𝑃
𝑗
𝑢𝑣 −

∑
𝑃

𝑗
𝑟𝑡 > 0∑

𝑃
𝑗
𝑢𝑣 −

∑
𝑃

𝑗
𝑟𝑡 < 0

(33)

Depending on whether the system is compatible or incompatible, we can consider two ways of
solving the system of linear inequalities.

In the first case, we should return to linear closure.

In the second case, the algorithm for selecting the maximum compatible subsystem and solving it
should be used.

The problem can also be reduced to solving a linear programming problem. There is a system of
linear inequalities and one simple constraint on the variables 𝑃 𝑗

𝑢𝑣 ≥ 0.

When solving this linear system of inequalities, the inconvenience is that two opposite optimization
laws max and min operate here: {∑

𝑃
𝑗
𝑢𝑣 −

∑
𝑃

𝑗
𝑟𝑡 > 0∑

𝑃 𝑗 −∑
𝑃

𝑗
𝑟𝑡 < 0

(34)

or {∑
1 ⇒ max∑
2 ⇒ min (35)

under the constraint on the variables 𝑃 𝑗
𝑖𝑣 ≥ 0.

But these difficulties can be overcome by multiplying by -1 the equations to which the minimization
law applies, and thus the problem is reduced to solving a system of linear inequalities, where a single
maximization law applies to the entire system with one simple constraint on the variables{

𝑃
𝑗
𝑖𝑣 ≥ 0∑
1 −

∑
2 ⇒ max (36)
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which can be solved by the simplex method, which will allow us to determine all the values of
the weight 𝑃𝑖 and thereby complete the definition of the proximity function 𝐵

(
Ω, 𝑆, 𝐾 𝑗

)
for the

recognizable object.

6. CONCLUSION

A method has been developed for choosing parameters 𝑃𝑖𝑘 that define the proximity function for
the object being identified and classes 𝐾 𝑗 , as well as for selecting parameters 𝜀𝑖𝑘 which characterize
the proximity function in recognition tasks involving non-overlapping classes.

A method for constructing a support set for a recognition algorithm in problems of classifying
objects with non-overlapping classes is proposed.

A numerical method for finding optimal values of parameters 𝜀𝑖𝑘𝑃𝑖𝑘 that determine the proxim-
ity function in recognition problems with non-overlapping classes is developed based on solving
systems of Boolean equations and searching for irreducible table coverage.
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