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Abstract

Data-driven smart sensors are being widely used in industrial applications to estimate and
evaluate the quality of critical variables. By using physical devices, most of the critical
variables are being measured with difficulties. When process data is discarded, The quality
variables sampling rate of majority of the smart sensors have been developed on labeled and
labeled number of samples, small and large. The prediction accuracy enhancement quality
will limit the large loss of information being generated from a measuring device. However,
utilizing all available process data contained information, is a major and common issue of
data-driven smart sensor.

In this article, a new Multi-Layer Learning Machine (MLLM) approach is recommended
for the applications of smart sensors Using the Extreme Learning Machine as a foundation
(ELM). Initially, a semi-supervised auto-encoders deep network structure is being used as
an extraction for unsupervised feature with the reference to all process samples. At that
point, extreme learning machine is used for regression with the quality variable added. In the
meantime, the manifold regularization technique is presented for MLLM.The new strategy
can deeply separate, and information is extracted from the data contains, and get more data
from the unlabeled samples. The proposedMLLMprocedure is implemented in adebutanizer
column application to assess the C4 contents. Finally, the simulation result verify that our
approach enhancesboth of the expectation and prediction accuracy in comparison with the
available methods.

Keywords: Smart sensors, Deep learning, Extreme learning machine, Multi-layer ELM,
Debutantizer Column.
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1. INTRODUCTION

In the majority of the processes, the absence of sensors or their low-availability for each equipment
will be affecting the online and continuous checking of item quality. This issue prompts intermittent
creation of low-quality produced items bringing about refusing of the final produced item and
resulting in loss of the industry. Part or the processmodels are Smart sensors which are being utilized
for quality variables persistent continuous and online observing. Recently, The smart sensors have
been developed to be utilized for quality monitoring and checking in various processes for each
industry, for example, polymer [1], maturation, bio-processes [2], size decrease [3-5], and rotating
furnace to give some examples [6].

With regards to oil treatment facility (Refineries) and petrochemical industry, smart sensingmethods
was designed for predicting of various quality factors. A de-butanizer column usage is mainly for
the separation of LPG and light gases comprising of the most part butane (C4), from the overhead
distillate originating from the refining process (as well as splitting) unit. Quality control of the
produced item in a de-butanizer column is a troublesome issue in view of absence of a real time
observing system due to the multivariate nature and non-linearity of the process.

A de-butanizer column model based on back propagation neural network (BPNN) method was
proposed back by Fortuna et al. for anticipating the base item chemical structure [7]. A report about
partial least square (PLS) was partially generated for online soft sensor modeling by Song [8]. Ge
et al. [9], implemented PLS and least square support-vector regression (LSSVR) for modeling soft
sensor and support-vector regression (SVR).

The de-butanizer column model for predicting a desired process variable with non-linear semi-
supervised principal component regression (PCR). A large portion of the data-driven smart sensors
announced in the discipline of oil processing plants or various industries to date rely on the ran-
domization of the construction of the Practice set from full data. The designation of Practice set for
model turn of events [10], how an acceptable designation of the training data set can bring about a
notable improvement in the expectation and output prediction of the model, is a major problem in
the development of data-driven smart sensor application.

A novel approach with single hidden layer feed-forward neural system (SLFN) named extreme
learning machine (ELM) was presented [5]. In the ELM, the weighted inputs, and hidden layer
biases are shown with randomized generation method, and the weighted outputs are gotten by
implementing a regularized least square method as appeared in FIGURE 1. Additionally, it has
been demonstrated that SLFNs with randomized production of hidden neurons and weighted output
keep up its general estimation capacity [11]. It likewise was demonstrated that ELM is significantly
more proficient in comparison with ANN and BPNN in the training of the network [6]. As of late,
ELM has pulled in increasingly more consideration and has additionally been effectively used with
industrial applications that includes modeling of smart sensors [12].

As of late, deep learning (DL) became a major subject in process modeling. And with a fully
improved prediction accuracy, smart sensormodels using deepNNwere enhanced. TheDLmethods
are derived from a network architecture with a single hidden layer. Relatively, DL with multi-layer
architecture demonstrates a re-presentation with excellent efficiency as compared to the shallow
network. The DL strategy, such as Deep Belief Network (DBN) [13], and Denoising Auto-Encoders
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Figure 1: Kernels, Output, Input Nodes and Features of Extreme Learning Machines.

(DAE) [14], has attained remarkable success in developing smart sensors overall performance. In
any event, the BP algorithm usually trains these DL techniques and all the hidden parameters for
the entire system framework should be finely tuned on different occasions.

Recently, the application of DBNs for smart sensors (SS) design and evidence was given by real-
world cases study of how these structures can help in: learning more complex models, reducing
computational complexity, efficiently use un-labelled data, extracting high-level features from data
and exploiting them in SS design [15]. The presentation covered a wide range of machine learning
algorithms for intelligent data analysis and applications [16]. Variety of machine learning methods
were briefly discussed whichcan be used to solve a variety of real-world problems above. ML
and DL models are presented and analyzed in terms of efficiency and effectiveness in smart grid
applications [17].

For the development ofmultiple linear regression, major component regression, and back-propagation
for the debutanizer column via ELM models, the Practice set was used. The execution of the
obtained models was assessedby the useof validation data set in the simulation. The ELM models
developed are capable of estimating with almost 95 percent precision the standard of the product
as shown in the acquired results. It is discovered that the performance of MLLM models presented
here is stronger than the performance of ELM regression and classical models of support vector
regression.

For this work, for the de-butanizer process, data-driven smart sensors were used for the online
continuous tracking of butane level in the base item of the de-butanizer column. The collected
data set contains data for six input sources of information and one process output and by using the
maximum intra-separationKennard-Stone rule, the complete process data set was divided to training
and testing sets.Different from the literature, the proposed methodology improves the fundamental
ELM and MLLM’s prediction performance by combining an unsupervised extraction feature and a
semi-supervised learning machine, meaning that the methodology proposed acquires complete and
extensive details from the data of the process. As a result, installing a smart sensor at the product’s
outlet line improves the efficiency of continuous product quality monitoring and control.
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The following is a list of the paper’s contributions;

1. A new Multi-Layer Extreme Learning Machine (MLLM) method is proposed for the appli-
cations of smart sensors based on the Extreme Learning Machine (ELM). different from the
literature, the MLLM in our approach is designed to utilize the hidden layers and to provide
better response and process output.

2. The simulation of the practice set was used to construct multiple linear regression.

3. The main component regression and back propagation through ELM models were imple-
mented for enhancing the final products of the de-butanizer column.

4. The execution of the models produced was assesed by simulating them with a data set of tests.

5. the overall execution of the models of the MLLM revealed in this article is seen as a supercil-
ious to the execution of the models of the ELM regression and the support vector regression.

The following is how the rest of this article is organized: A background on Extreme Learning
Machine (ELM) will be provided in Section 2. The model development procedure is discussed in
Section 3. In Section 4, The Multi-layer learning machines (MLLM) scheme for smart sensors is
described. A case study discussing the implementation of the MLLM on debutanizer column appli-
cation presented in Section 5. Finally, in Section 6, concluding remarks are given. See TABLE 1.

Table 1: Nomenclature.
BPNN Back Propagation Neural Network
MAE Mean Absolute Error
MLR Multiple Linear Regression
PC Principal Component
PCA Principal component analysis
PCR Principal Component Regression
𝑅 Correlation Coefficient
RMSE Root Mean Squared Error

Notations: We denote 𝐼𝑁 as the 𝑁 dimension identity matrix in this paper. 𝐿 is the graph Laplacian
matrix, 𝐿 = 𝐷 −𝑈,𝑈 = [𝜇𝑖, 𝑗] is the similarity matrix, 𝐷 is the diagonal matrix with the elements
𝐷𝑖𝑖 =

∑
𝑗 𝑙+𝑢𝜇𝑖, 𝑗 , 𝐽 (𝑥) is the hidden layer of the ELM output matrix, Ψ𝑖 is the hidden layer of the

MLLM output matrix, and𝑊𝑖 is the weight matrix of the hidden layer between 𝑖 and 𝑖.

2. BACKGROUND ON EXTREME LEARNING MACHINE

Extreme Learning Machine (ELM) is a practice algorithm that proficiently decides the parameters
of SLFN [5]. In the ELM model training phase, we are assuming that 𝑁 training sample(s) with
input variables 𝑋 ∈ R𝑁×𝑚 and output variable 𝑌 ∈ R𝑁×𝑟 are gathered, where 𝑚 and 𝑟 represent the
dimensions. So, ELM can retrieve the approximation function which will be used to evaluate the
estimation of the output 𝑌 . See FIGURE 2.
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Figure 2: Multilayers perceptron-based ELM.

The training of the ELM comprises of two phases as follows:

• The randomized mapping stage: It is to build the hidden-layer using a certain number of
created and randomized mapping neurons such that the following sigmoid function is used to
conduct the mapping [18]:

𝐽 (𝑥;𝜃) =
(
1 + 𝑒−(𝜔𝑇 𝑥+𝑏)

)−1
(1)

where 𝜃 = {𝜔, 𝑏} are the mapping function parameters.

• The parameters solving stage: The solution of a regularized least square problem is used to
acquire:
(a) Parameters of the hidden mapping functions which will be generated randomly.
(b) The remaining parameters.
(c) The weighted output.

In this article, we characterize the hidden-layer output vector as 𝐽 (𝑥) ∈ R(𝑁×𝑛), where the quantity
of hidden-neurons is 𝑛. the assumed output function of the 𝑖th hidden-node for a single hidden-layer
of ELM is 𝜓𝑖 (𝑥) = (𝑎𝑖 , 𝑏𝑖 , 𝑥), with the parameters of the 𝑖th hidden-node denoted by 𝑎𝑖 and 𝑏𝑖. The
ELM output function for SLFNs consists of 𝐿 hidden-nodes will be:

𝑓𝐿 (𝑥) =
∑𝐿

𝑖=1
𝛽𝑖𝜓𝑖 (𝑥) (2)

where 𝛽𝑖 is the weighted output of the 𝑖th hidden-node.

𝜓(𝑥) = [𝐹 (𝜓𝑖 (𝑥), . . . , 𝜓𝐿 (𝑥))] (3)
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is the hidden layer output mapping of ELM. The hidden layer output matrixΨ of ELM for 𝑁 practice
samples and the practice data target matrix 𝑇 are represented by:

Ψ =

[
𝜓(𝑥1)
𝜓(𝑥𝑁 )

]
=


𝐹 (𝑎1, 𝑏1, 𝑥1) . . . 𝐹 (𝑎𝐿 , 𝑏𝐿 , 𝑥1)
...

...
...

𝐹 (𝑎1, 𝑏1, 𝑥𝑁 ) . . . 𝐹 (𝑎𝐿 , 𝑏𝐿 , 𝑥𝑁 )

 (4)

and

𝑇 =


𝑡1
...
𝑡𝑁

 (5)

By and large, ELM is a sort of regularization neural systems with tuneless hidden-layer mappings
(This means it is shaped by either randomized hidden-nodes, kernels or different implementations).
The ELM objective function is:

Minimize : ∥ 𝛽∥𝜎1
𝑝 + 𝐶 ∥ Ψ𝛽 − 𝑇 ∥𝜎2

𝑞 (6)

Where 𝜎1 > 0, 𝜎2 > 0, 𝑝, 𝑞= 0, 12 , 1, 2, . . . , +∞.

For regression, classification, compression, sparse coding, clustering, and charcteristic learning, the
combinations of 𝜎1, 𝜎2, 𝑝, and 𝑞𝑞 can be utilised and result in various learning algorithms.

However, a easy ELM practice algorithm can be as a particular case learning a type of single hidden-
layer NN:

𝑌 = 𝑊2𝜎(𝑊1𝑥) (7)

where𝑊1 is the hidden-layer input matrix weights, 𝜎 is the activate function, and𝑊2 is hidden-layer
output matrix weights.

From (1), with the output weights 𝛾 ∈ R𝑛×𝑟 , the network output can be shown as follows:

𝑦𝑖 = 𝐽 (𝑥𝑖)𝛾, 𝑖= 1, 2, . . . , 𝑁 (8)

During the phase of parameter solving, the weighted output is obtained by minimization the below
un-constrained optimization problem:

min
𝛾∈R𝑛×𝑟

Γ𝐸𝐿𝑀 =
1
2
∥ 𝛾∥2 + 𝐶

2
∥ 𝑌 − 𝐽𝛾∥2 (9)

where 𝐽 =
[
𝐽 (𝑥1)𝑇 , . . . , 𝐽 (𝑥1)𝑇

]𝑇 ∈ R𝑁×𝑛. The 1st item in (9) is the term of regularization in
opposition to over-fitting, and the second one is the vector of error, where 𝐶 is called a coefficient
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of penalty. We can obtain the below equation by setting the gradient of Γ𝐸𝐿𝑀 to zero with respect
to 𝛾

▽Γ𝐸𝐿𝑀 = 𝛾 + 𝐶𝐽𝑇 (𝑌 − 𝐽𝛾) = 0 (10)

Usually, in the situation where the hidden matrix 𝐽 has full column rank and the practice samples
number is extra than the hidden-neurons number, equation (11) will be:

𝛾∗ =

(
𝐽𝑇𝐽 + 𝐼𝑛

𝐶

)−1
𝐽𝑇𝑌 (11)

where 𝐼𝑛 is the identity matrix of dimension 𝑛. Despite what might be expected, if 𝐽 is loaded with
row rank, which implies higher hidden-neurons in comparison with the training sample(s), then the
outcome of 𝛾∗ will be as below:

𝛾∗ = 𝐽𝑇
(
𝐽𝑇𝐽 + 𝐼𝑁

𝐶

)−1
𝑌 (12)

where 𝐼𝑁 is the identity matrix of dimension 𝑁 .

Considering this, a various leveled (Multi-Layer) ELM (MLLM) was presented [19], which has
indicated a much effective performance in comparison with the conventional DL techniques in the
arrangement field. The MLLM has two primary segments:

1. The un-supervised option is a feature with element extraction where the ELM-based auto-
encoder (ELM-AE) is used and each layer in the stack architecture might be considered as a
sub-module.

2. The supervised option, is a feature for classification where the deep profound level features
are initially split using randomized matrix, and afterward the first ELM is implemented to
ultimate choice’s creation or prediction. The irregular element mapping theory of ELM is
not needed for the whole framework system, which lead to a faster preparing speed than the
conventional BP-based profound NNs.

In any case, the technique of MLLM is yet to be used as desired for modeling of smart sensor in
the process industry. In practicality, input variables being utilized to model smart sensor, are those
quick sampling process variables such as flow rate, temperature, and weights, where the output
variables are key factors which are hard to gain because of lower testing and rate of sampling, cost,
time consuming and entangled chemical analysis,... etc [20]. See FIGURE 3.

Samples of data that have, solely input part called unlabeled data while labeled data consist of output
and input parts. Subsequently, in practicality, the data obtained from the real process industry is
typically partly named or labeled. In addition, the wide variety of unlabeled data is typically much
greater than that of labeled data, and it is not yet sufficient to build a smart sensor model in simple
terms, depending on the samples labeled. But the traditional approaches used to model smart sensor
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Figure 3: Multi-Layer extreme learning machine (H-ELM) architecture.

are supervised algorithms that use only labeled Procedure data samples with their acceptable quality
variable, where the enormous number of data samples that are unlabelled is ignored.

Referring to semi-supervised algorithm, it presumes that the dataset which is input, in the input area
can join the unlabeled and labeled data in the learning procdure in addition to that it is following same
structure. Plus, the mainly used semi- supervised technique is called manifold-regularization, which
is assuming that the contingent probabilities of two comparative samples ought to be comparable
also [21]. It tends to be handily installed in a conventional technique to improve a supervised
strategy into a semi-supervised structure. The regularization of manifold structure is used in few al-
gorithms to frame the semi- supervised learning machine and increased unrivaled performance [22].

A semi-supervised MLLM based DL model shown in this work, is used for smart sensor perfor-
mance enhancement. The set of gathered process data will be utilized for modeling. The algorithm
used here for the modeling consists of twomajor components: the semi-supervised regression which
will be used for prediction and unsupervised feature extraction.

To start with, the AEs structure of deep network system is revised to meet the actual condition for
un-supervised extraction feature including all process samples inputs. At that point, at a significance
system level, the first ELM layer is used to relapse by attaching the quality variable (the smart sensor
output variable).

In the ELM semi-supervised learning algorithm, the regularization of manifold technique is inserted.
Consequently, the modeling method is not just with deep of the data that it is containing through
the deep system network however taking benefit out of the extra un-labeled processes sample data
too. The proposed semi-supervised MLLM model adequacy and achievability for smart sensor
improvements are shown in an industrial actual case.

33



https://www.oajaiml.com/ | June-2021 MAGDI S. MAHMOUD, ET AL.

In this study, by re-designing an inferential debutanizer sensing system, We make an effort to tackle
the problem of trouble progressively observing of the product quality . Data driven smart sensors
are sophisticated of the debutanizer column bottom product for butane content prediction.

The output and input data set of the debutanizer cycle was derived from real application data and
was brought into everyone’s Knowledge by Fortuna et al. as an example. [23]. [24] and [25], have
previously used this benchmark data set to advance least square support-vector regression and main
component regression models for the debut column. The developed models’ overall performance,
was calculated through simulation with the data-set after validation. Effects from simulation results,
correlation coefficient (R), Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and
parameter values were determined and calculated for statistical model assesment. The findings
clarify the better execution of the model of neural network of the Levenberg-Marquardt algorithm-
trained back propagation described in this manuscript in compare with the models of support vector
regression.

3. MODEL DEVELOPMENT USING SEMI-SUPERVISED MLLM

3.1 Multi-Layer Learning Machine

Deep NN such as stack auto-encoder has a common use for mining data features to achieve high
generalization efficiency [24]. MLLM is a Hierarchical Extreme Learning Machine network with
several layers of ELM-AE vector parameter learning [26]. For a superior prediction output, MLLM
combines ELM’s learning efficiency and AE’s deep structure.

The ELM-AE is essentially based on the ELM principle, which can effectively guarantee the ability
to approximate continuous functions by random mapping. In a multilayer network, the AE func-
tions as a function extractor as shown in FIGURE. 4. The encoded outputs are used to minimize
reconstruction errors for an approximation of the original inputs.

Mathematically, via the 𝜓 = 𝑔((𝐴 × 𝑥) + 𝑏) mapping, the AE is used for mapping the input data 𝑥
to the hidden layer 𝜓, with 𝐴, 𝑏, and 𝑔(·) represent the input weight matrix, the bias vector, and the
activation function, respectively. Then, 𝜓 is then mapped to the reconstructed 𝑥 = 𝑔((𝐴′ ×𝜓) + 𝑏′))
input vector using the parameters 𝐴′ and 𝑏′. 𝐴 is generated randomly in the ELM-AE and the
mapped output 𝑥 is considered as 𝑥. Finally, the output weight is determined as 𝐴′. It is noted here
that fine-tuning of parameters is not needed once the AE is initialized.

the procedure of learningMLLMmodel from the practice samples 𝑋 and𝑌 is represented in FIGURE 5.
A completely integrated multilayer network is compressed here with ℎ hidden layers. As mentioned
in section II, MLLM network consist of two parts: the extraction of unsupervised features with
multilayer ELM-AEs and the ELM regression with supervision.
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Figure 4: Autoencoder Structure.

Figure 5: Separated ELM-based autoencoder [27].

3.2 Semi-Supervised Mllm

Referring to FIGURE 5, MLLM could be used in classifying and regressing data, although it is a
administered algorithmwith only one input equal to only one output. The quality variable is sampled
very low in real processes, this indicate that samples of quality are much lower than the variables
of the process. Commonly, a limited number of labeled samples are built on smart sensors and
several unlabeled samples are discarded. Therefore, in this section, a multi-layer learning machine
(MLLM) approach for modeling smart sensor is presented to utilize the bigger unlabeled dataset
which contains a lot of unused the procedure information.

The model’s prediction performance and precision could be enhanced by implementing additional
unadministered learning mechanism to evaluate thesample’s distribution. Manifold ordinance is an
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un-supervised learning constraint thatis derived from the multiple learning of all available samples
to achieve the distribution of data [21].

Assumption 1 The labeled samples Sl = {xi +yi}l
i=1 and unlabeled samples Su = {xi}u

i=1 have close
similar samples. So, the most similar data have the same distribution aiming to minimize Φ̂ which
described as follows:

Φ̂ =
1
2

∑
𝑖, 𝑗

𝜇𝑖 𝑗 ∥ 𝑦𝑖 + 𝑦 𝑗 ∥2 (13)

where 𝑦𝑖 and 𝑦 𝑗 denote the predicted outputs with respect to the samples 𝑥𝑖 and 𝑥 𝑗 and 𝜇𝑖 𝑗 is the
similarity between 𝑥𝑖 and 𝑥 𝑗 , constructed using a Gaussian function as follows:

𝜇𝑖 𝑗 = 𝑒
−∥𝑥𝑖−𝑥 𝑗 ∥2

2𝜎2 (14)

Now, (13) will transform into the following equation:

Φ̂ = 𝑇𝑟 (𝑌𝑇𝐿𝑌 ) (15)

with 𝐿 = 𝐷 −𝑈 denotes the graph Laplacian matrix [21] such that the similarity matrix 𝑈 = [𝜇𝑖 𝑗]
and 𝐷 is a diagonal matrix with the elements 𝐷𝑖𝑖 =

∑𝑙+𝑢
𝑗 𝜇𝑖 𝑗 .

The regularized item (15) has to be considered in (9) to better the guess performance of the semi-
administered learning algorithm. So, it can be formulated as:

Γ𝑆𝑆−𝐸𝐿𝑀 = min
𝛾∈R𝑛×𝑟

1
2
∥ 𝛾∥2 + 𝐶

2
∥ 𝑒𝑖 ∥2 + 𝜆

2
𝑇𝑟

(
𝑌𝑇𝐿𝑌

)
.

𝑒𝑖 = 𝑦𝑇𝑖 − 𝐽 (𝑥𝑖)𝛾, 𝑖= 1, . . . , 𝑙.
𝑌𝑖 = 𝐽 (𝑥𝑖)𝛾, 𝑖= 1, . . . , 𝑙 + 𝑢 (16)

where 𝐿 ∈ R(𝑙+𝑢) (𝑙+𝑢) , 𝑌 , and 𝜆 are the graph Laplacian matrix, the assumed output matrix mapped
by all the inputs, and the tradeoff parameter, respectively. Moreover, one can write (16) in the
following format:

Γ𝑆𝑆−𝐸𝐿𝑀 = min
𝛾∈R𝑛×𝑟

1
2
∥ 𝛾∥2 + 𝐶

2
∥ 𝑌 − 𝐽𝛾∥2 + 𝜆

2
𝑇𝑟 (𝛾𝑇Ψ𝑇𝐿Ψ𝛾) (17)

where𝑌 and Ψ ∈ 𝐿 ∈ R(𝑙+𝑢)×𝑛 are the labeled sample’s genuine output and the hidden neurons with
relation to all of the accessible samples’ input, respectively. Also Ψ is represented as:

Ψ =


𝐽 (𝑤𝑇

1 𝑥1 + 𝑏1) 𝐽 (𝑤𝑇
2 𝑥1 + 𝑏2) · · · 𝐽 (𝑤𝑇

𝑛𝑥1 + 𝑏𝑛)
𝐽 (𝑤𝑇

1 𝑥2 + 𝑏1) 𝐽 (𝑤𝑇
2 𝑥2 + 𝑏2) · · · 𝐽 (𝑤𝑇

𝑛𝑥2 + 𝑏𝑛)
...

...
...

...
𝐽 (𝑤𝑇

1 𝑥𝑙+𝑢 + 𝑏1) 𝐽 (𝑤𝑇
2 𝑥𝑙+𝑢 + 𝑏2) · · · 𝐽 (𝑤𝑇

𝑛𝑥𝑙+𝑢 + 𝑏𝑛)


(18)
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The output weight is calculated by setting the gradient of (17) to 0, such that:

𝛾∗ = 𝐼𝑛 + 𝐶𝐽𝑇𝐽 + (𝜆Ψ𝑇𝐿Ψ)−1𝐶𝐽𝑇𝑌 (19)

where 𝐼𝑛 is an identity matrix of dimension 𝑛. If the number of labelled data is smaller than the
number of hidden neurons, the output weight is built as in (11):

𝛾∗ = 𝐽𝑇
(
𝐼𝑙+𝑢 + 𝐶𝐽𝑇𝐽 + 𝜆Ψ𝑇𝐿Ψ

)−1
𝐽𝑇𝐶𝑌 (20)

where 𝐼𝑙+𝑢 is an identity matrix with dimension 𝑙 + 𝑢, 𝐽 and 𝑌 are augment matrix with the last 𝑢
rows equal to 0 and the first 𝑙 rows equal to 𝐽 and 𝑌 , respectively.

Lastly, the last layer of MLLM is then converted to the semi-administered form after constructing
the semi- administered ELM.

Subject to FIGURE 4, when the final hidden layer’s output is determined and evaluated using (7),
the input (𝑋) of the last ELM will be taken and the consistency samples partially collected (𝑌 ) will
be integrated to generate the semi-administered ELM. Finally, via (14) or (15), The final output
weight is determined, and the MLLM model is entirely formulated.

4. PROCEDURE FOR MODELING SMART SENSORS USING MLLM

The procedure of dealing with smart sensors using MLLM is described in the following steps

MLLM SCHEME FOR SMART SENSORS

1. Identify the inputs 𝑋 and 𝑌 , the output𝑊𝑖 (𝑖= 1, · · · , 𝜓): weights between the 𝑖 − 1th and 𝑖th
hidden layer, 𝛾 output weights; Ypre: the testing sample’s output prediction. And the original
datasets: The penalty coefficient 𝐶 and the and trade-off parameter 𝜆.

2. Select the variables by implementing the theoretical analysis and operator Experiences utiliz-
ing smart sensor data driven.

3. Select the training and the validation datasets, and normalize it.

4. Assign values for 𝐶 and 𝜆.

5. For each layer, set the number of neurons and the number of layers for the MLLM.

6. Make random selection for the input weights and the weights between the hidden neurons.

7. Run the training of the ELM-based multilayer autoencoder using both the labeled and unla-
beled samples and record the weight matrices𝑊𝑖 in each layer.

8. For the last layer, train the Semi-supervised ELMwith a quality variable and record the output
weight 𝛾.
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9. Formulate the MLLM model for output prediction and check its performance.

10. Expect the standard variable (Ypre) for the testing of samples.

11. Find information about the accuracy of training and testing.

12. Repeat the steps again if the training and testing accuracy are not acceptable.

5. CASE STUDY: APPLICATION DEBUTANIZER COLUMN

For the Debutanizer column, 4,200 input and 700 output process data values were available in total.
Taken from the web resource, this data set. The dataset available was divided into an equal number
of training sets (utilised in the development of models) and a set of validation (used for model
assessment).

There are 700 input and 100 output data values in each data subset. The ELM andMLLMalgorithms
were used to create the Practice set from the whole total data. For the algorithm’s implementation,
the needed MATLAB code was taken from a freely available toolbox [28]. This training data was
then utilised to construct a semi-supervised model.

In the multiple linear regression (MLR) model, the output is stated as a linear combination of the
inputs. The shape of the MLR model for the Debutanizer column is as follows:

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥3 + 𝛽4𝑥4 + 𝛽5𝑥5 + 𝛽6𝑥6 + 𝛽7𝑥7 (21)

There are several old methods before machine learning where one of them is neural networks widely
used and, in this work, we will show a comparison between our proposed method and the machine
learning method. Also, we will show the difference in the response between ELM and MLLM for
the same set of data retrieved.

Referring to FIGURE 1, one can identify how MLLM works against NN and deep learning, and
large ELM which is a sort of regularization of systems with tuneless hidden-layer mappings (This
means it is shaped by either randomized hidden-nodes, kernels, or different implementations within
the Featured space before accessing the main system model).

The intention behind proposing this solution is that Multi-Layer Learning Machine is a tool that
can be utilised for any part of any chemical process and can be replicated as well in other various
applications in more efficient way comparing to the conventional machine learning and NN.

A column of debutanizer is part of a refinery’s several processing units. The Debutanizer column
is utilised to extract the lighter fractions from the gasoline anywhere there is output of LPG and
the gasoline, e.g. in the atmospheric and vacuum crude distillation unit, cracking and coking units.
The un-stabilized naphtha is the feed to the debutanizer column and the products coming out of the
column are LPG as the top product and the bottom product is gasoline / stabilized naphtha. See
FIGURE 6.
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Figure 6: Debutanzier Column.

The diagram of the schematical process is shown in FIGURE4. The butane (C4) content in the bot-
tom product should be minimized for improved process efficiency. This includes close monitoring
of the quality of C4 in the product at the bottom.

For this reason, In the process, a gas chromatograph is used. However, in the bottom flow line
coming from the debutanizer column, the hardware sensor (gas chromatograph) is not mounted and
is instead placed in the overhead of the de-isopentane column that is positioned some distance away
from the column of the debutanizer.

Table 2: Input-Output Process Variables for the debutanizer column.

Variables Description
Inputs 𝑥1 Top Temperature

𝑥2 Top Pressure
𝑥3 Reflux
𝑥4 Flow to next process
𝑥5 6th tray temperature
𝑥6 Bottom temperature

Outputs 𝑦 Butane (C4) content in the
debutanizer column bottom

This causes a measurement time delay of 30-75 min [26]. A smart sensor can therefore be used to
resolve the time delay issue of the hardware sensor in the bottom flow of the debutanizer column.
The C4 content present in the debutanizer column bottom product is the performance to be predicted
by the smart sensor model.
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This output depends, as stated in the literature [7,8], on seven procedure inputs. In TABLE 2,
the seven process inputs and the output quality variable to be estimated by the smart sensor are
described. The positions of the sensors for the seven process inputs, the gas chromatograph used
for the content measurement of C4 and the smart sensor proposed are shown in FIGURE 4.

Figure 7: Debutanizer Process Schematic Diagram.

Before performing the model training, some parameters are established based on the previous driven
smart sensor data’s experienced values. The C penalty coefficient and trade-off parameter λ are not
sensitive in a stable area. For ELM, the C value is usually set in the [1,10] interval. To measure the
value of C, the interval [5] is used for MLLM. For both ELM and MLLM, the λ is usually set to
[0.1 , 0.5]. See FIGURE 7.

The multiple parameters are established by trial and error in this paper during the experimental
breaks with the assesment dataset. Usually, the hidden neuron’s number for ELM is established
closed to the number of input neurons. Whereas the hidden neuron’s number of the AEs Nae is
typically less than the MLLM input neuron’s number.

Then, the hidden layer’s number should be listed and described for creating the MLLM model.
The models are trained on multiple hidden layer numbers respectively and used to guess the output
performance of the validation dataset. In TABLE 3, the prediction results are shown. Both ELM and
MLLMwere validated on the above-mentioned layers of the hidden neurons. We need to find MAE
”Mean Square Error” to evaluate RMSE, and for all developed models the correlation coefficient
(R) values can be determined.

𝑀𝐴𝐸 =

∑𝑁
𝑖=1 |𝑦𝑖 − 𝑦̂𝑖 |

𝑁
(22)

Here y_i and y ̂_i are actual and model predicted values for the ith observation and N is the number
of observations.

𝑅𝑀𝑆𝐸 =

√∑𝑁
𝑖=1(𝑦 − 𝑦̂)2

𝑁
(23)
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𝑅 =

(∑(𝑦 − 𝑦̂)( 𝑦̂ − 𝑦̂
′)∑(𝑦 − 𝑦

′)2

∑
( 𝑦̂ − 𝑦̂

′)2
)

(24)

To enhance the execution of the deep network, both the hidden layers numbers and data sizes has
to be increased simultaneously. It should be noted and observed that in this case, all the results are
mean values of 20 times the training and predictions. So, the number of hidden layers will be set to
3 in the following tests.

Second, MLLM ’s research work is carried out on various scales of unlabeled samples to show
that the extra unlabeled samples will have a significant change in the output of the prediction. The
unlabeled samples increased from 0 to 700. (FIGURE 8: FIGURE 18). The following simulations
are now showing the final details of the;
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Figure 9: Output Data.
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Figure 10: Training Data.
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Figure 11: Training Label.
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Figure 12: Testing Data.
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Figure 13: Testing Label.
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Figure 14: Hidden Layer 1 Feed Forward.
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Figure 15: Hidden Layer 2 Feed Forward.
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Figure 16: Original Layer ELM.
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Figure 17: MLLM Response.
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Figure 18: Correlation Coefficient.
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6. RESULTS

x Table 3: Results.
Layer 1: Max Val of Output 26213.761587
Min Val -26120.951476
Layer 2: Max Val of Output 505.539933 Min Val 11.250511
Layer 3: Max Val of Output 0.116162 Min Val 0.100000
Layer 3: Max Val of Output 0.097980 Min Val 0.109091
Layer 3: Max Val of Output 0.102020 Min Val 0.101010
Layer 3: Max Val of Output 0.097980 Min Val 0.117172
Layer 3: Max Val of Output 0.097980 Min Val 0.046465
Layer 3: Max Val of Output 0.110101 Min Val 0.000000
Training has been finished!
The Total Training Time is : 0.01506 seconds
Training Accuracy is : 44.4444 %
Testing has been finished!
The Total Testing Time is : 0.011848 seconds
Testing Accuracy is : 95 %
RMSE = 1.0𝑒 + 05×
3.53493.53493.53493.53493.53493.5349
3.53493.53493.53493.53493.5349

From the results and simulations, we clearly see that how MLLM is having fast response to train
and test a huge number of data in a very short time but with higher accuracy utilizing the hidden
layers and treating each layer separately. Also, we can see clearly the difference between ELM and
MLLM where more data has been used for training and testing data.

As a result, the usage of semi-supervised techniques to increase the training data size, will take place
whenever it is needed to produce an accurate model without the availability of enough labeled data
and the ability or resources to retrieve additional data. Then the dataset will be labeled with fake
data samples which we know, while the remaining data will stay unlabeled. Then, the retrained
model will be applied to new data, with better accuracy identifying fake samples using supervised
machine learning techniques.

7. CONCLUSION AND OUTLOOK

The exact model of ELM that has been developed is shown in Figure. in this work. 6., It takes
several procedure variables as outputs and inputs the projected value of C4 level in the bottom de-
butanizer’s product column.The current optimized MLLM model architecture, Weight is valuing
of outer and hidden layers,and the input/output data utilised for model building and assesment are
provided as supplementary materials to support the reported findings and encourage future study.
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The butane content of the bottom product in the de-butanizer column should be limited to aminimum
in order to achieve best process performance. However, to achieve this level of product standard
control, online tracking of the product composition is needed. For example, a gas chromatograph
would be used as a hardware sensor in such an application to monitor gas composition, which
is positioned a little far from the column and shows significant changes in the time delay of the
measured value.

Thus, installing a smart sensor at the outlet line of the product, Boost the efficiency of product quality
monitoring and control with continuous monitoring and controlA simulation analysis reveals that
actual data collected by the smart sensor, It outperforms the ELM-based multiple linear regression
and principle component regression models in this study.

A semi-supervised MLLM algorithm can be retrieved or derived from the simple MLLM by using
the manifold regularization approach where the same has been used for smart sensor modeling.
For unsupervised extraction of both unlabeled and labeled samples, the deep network structure of
the AEs was first applied, In the final hidden layer, a semi-supervised ELM based on manifold
regularisation was utilised for regression.

The combination of an unsupervised extraction feature and a semi-supervised learning machine
enhances the basic ELM and MLLM ’s predictive performance, which implies that the proposed
approach obtains comprehensive and wide information from the process data. The real high-low
unit industrial process has shown how effective and superior the proposed MLLM algorithm in
smart sensor modeling is, which can be further developed and used in the estimation process for the
C4 product. Sensors and instruments are used so often in industrial processes, and research on the
application of smart sensors will therefore become a major subject [25,29], which can further help
to obtain the health of distributed industrial systems used for monitoring. ELM-based algorithms
using fast learning speed can also be used in the intensive data area for distributed modeling, which
is often aimed at effective [30] computing. In addition , it is possible to use several process data
types, such as videos, voices and graphs, then learn additional detailed information via the proposed
DL network and control. This approach proposed here will, therefore, be extended further.
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