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Abstract
Anatomical variations in shape and volumemetrics make pancreas medical image processing
one of the most difficult subjects. Image processing in pancreas Computed Tomography (CT)
is required to detect the class of pancreas anomaly accurately, reducing the possibility of a
fatal outcome. It is estimated that a misunderstanding of radiology images accounts for 40%
to 54% of all negligence claims. Machine learning advancements have created opportunities
to train algorithms to learn patterns in pancreas images and use that knowledge to predict
the pancreatic ductal adenocarcinoma (PDAC) overall survival rate. This paper performs
feature extraction on CT pancreas images using edge detection techniques. Non-LocalMeans
(NLM) are applied to the images to remove noise and smoothen them to highlight the defect.
The experiments achieved an Intersection over Union (AOU) of 0.79 and an accuracy of 0.96.
The images are then passed through the cropping layer to remove unwanted sections. The
new train set is obtained from aggregating features from the edge detection feature extraction
techniques and was then pruned to only eight features using the Principal Component Anal-
ysis technique. The train set was loaded into Light Gradient-boosting Machine (LGBM) to
train the model to segment all the images.

Keywords: Edge detection, Pancreatic ductal adenocarcinoma, Cropping, Semantic Pan-
creas Segmentation, LGBM

1. INTRODUCTION

Medical imaging is a critical component in many applications [1, 2], in treating PDAC, such as
computer-aided diagnosis (CAD) using CT images to detect PDAC. These applications are found
throughout the clinical course of events, most notably in the planning, executing, and evaluating
procedures before surgical operations and diagnostic settings. Image segmentation, in general, is
splitting an image into individual regions to reduce the complexity of analysis by assigning labels
to pixels used to isolate homogeneous pixels of pancreas images.
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LGBM [3, 4], is a gradient-boosting framework that generates high-quality prediction models using
tree-based learning algorithms. Gradient Boosting Decision Tree (GBDT) [5, 6], is a decision
tree-based gradient-boosting implementation. Each GBDT iteration adds a weak learner, such
as a narrow decision tree, to the decision function model to approximate the objective’s current
negative gradient. These weak learners are constructed from arbitrary subsamples of the training
set, considering both examples and features. This subsampling reduces overfitting because learners
only see a portion of the available information. Gradient boosting [7], is an ensemble technique
for producing a single prediction model by combining weak learners stage by stage. Because of its
generalisation ability, efficiency and precision are widely used in many machine learning tasks. [8].

Unlike most decision tree learning algorithms, LGBM grows the tree leaf-by-leaf, selecting the leaf
with the highest delta loss to grow. Because the leaf-wise algorithm reduces loss by growing deeper
trees, this procedure produces better results with fewer trees. To reduce over-fitting, the tree depth
must be limited. Furthermore, other approaches that use [9], for decision tree learning, LGBM uses
histogram-based algorithms [10]. Histograms divide continuous feature values into discrete bins,
which saves memory and speeds up training, allowing LGBM to be used with large datasets.

The main contribution of this work is as follows:

1. A systematic technique for segmenting pancreas PDAC cancer CT images was investigated
using LGBM and traditional edge detection feature extractors.

2. The dataset’s item segmentation challenges, such as different image resolutions and class
imbalance issues, were addressed.

3. A transfer learning architecture was proposed, automatically determining the num leaves pa-
rameters (which control the number of decision leaves in a single tree), resulting in improved
accuracy.

4. A feature fusion architecture was proposed to improve segmentation accuracy by combining
image features extracted by different traditional edge detection feature extractors.

This paper is structured as follows: Section 2 discusses related papers, and Section 3 describes the
methodology, dataset, and various architectures investigated in this study. Section 4 summarises the
experimental results and analysis, and Section 5 concludes and discusses future work.

2. RELATEDWORK

Extracting features from images is necessary because they can contain useful information. The de-
tection of these features is required for image segmentation for diagnostic purposes. Edge detectors
work well on clean images but are extremely sensitive to noise. Because of their excellent soft tissue
contrast and high spatial resolution, CT image systems have recently become a massively valuable
technique [11, 12]. On the other hand, image noise is the primary cause of degeneration, making
it more difficult to distinguish fine detail in images during diagnosis examination. Then, because
edge detectors are susceptible to noise, extracting features fromMagnetic resonance imaging (MRI)
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images is difficult. As a result of this problem, researchers devised several methods for extracting
features from CT images. [13, 14].

Roy et al. [15], proposed using brain MRI to investigate automated brain tumour identification and
classification. Brain tumour segmentation was an important technique for extracting information
from complex MRI brain images. In [4], Khuntia et al. developed and tested a method for seg-
menting brain tumours from two-dimensional MRI data. Tumours found in three dimensions are
also shown. High-pass filtering, histogram equalisation, thresholding, morphological methods, and
linked component labelling were used to detect cancer. The tumour volume was calculated after the
2D images were reconstructed into 3D volumetric data.

Havaei et al. [16], developed a semi-automaticmethod based on the KNN classifier. The researchers
used the well-known BRATS 2013 dataset for both whole and core tests, achieving Dice similarities
of 0.85 for the entire tumour region and 0.75 for the core tumour area. Mohsen et al. proposed
classifying a dataset containing three distinct brain tumours using a deep learning-based classifier
with discrete wavelet transform (DWT) and PCA. Four other deep learning-related studies with
similar goals use the same dataset as we did in this study, which is critical for comparing and
evaluating the performance outcomes of the proposed model.

3. MATERIALS AND METHODS

This section discusses the implementation of edge detection techniques as feature extractors and
the segmentation of pancreas CT images using LGBM to analyse how the model can augment
today’s medical imaging segmentation. First, to reduce noise, the NLM technique is used. Feature
extraction is done using edge detection techniques, followed by the aggregation of features extracted
and then feature pruning is done before the segmentation process.

3.1 Non-Local Means

Non-local means (NLM) is a denoising algorithm implemented in image processing that provides
post-filtering clarity and preserves image details compared to local mean algorithms. The NLM
[17, 18], fine-tuned individual pixel values with a weighted average of all pixels in the image. In
this paper, we performed denoising using NLM to each image changed from DCM to tiff files to
work easily with them. The tiff has an alpha channel that reserves discrete pixel transparency and
colour information. While preserving the quality of files, the method provides a fast and simple
decompression and compression of images. A tiff file is a great choice when high quality is the
goal [19, 20]. The technique is based on changing the pixel colour to the average of the colours of
nearby pixels [21, 22].

𝑁𝐿𝑢(𝑝) = 1
𝑋 (𝑝)

∫
𝑓 (𝑑 (𝑌 (𝑝), 𝑌 (𝑞)))𝑢(𝑞)𝑑𝑞 (1)

where image patches Euclidean distance is given by 𝑑 (𝑌 (𝑝), 𝑌 (𝑞)), centred respectively at 𝑝 and
𝑞, 𝐶 (𝑝) is the normalising factor, and 𝑓 is a decreasing function.

1276



https://www.oajaiml.com/ | August 2023 Wilson Bakasa and Serestina Viriri

3.2 Cropping Layer

The definition of the term crop is “to trim” or “to cut back”. To remove the outer margins of a
digital image during pre-processing. Cropping can be used to adjust the aspect ratio (ratio of the
image’s length to width) and/or reduce the size of an image (in pixels). Cropping an image typically
involves removing an unwanted segment or unimportant detail, changing the image’s aspect ratio,
or enhancing the composition [23]. A cropping operation is required to centre the pancreas CT
images and remove extraneous portions of the image. Different locations within the image may
also be used for separate pancreas imaging. By cropping the image and adding pads, we can ensure
that nearly all images are in the same area of the overall image.

3.3 Feature Extraction based on Edge Detection

The comprehensive feature extraction process is important in predicting PDAC patient survival
days using machine learning algorithms, according to [24]. The model’s accuracy improves by
removing redundant data from the input data and computing its features. This phase generates a
new set of features by combining and transforming the original feature set. We extracted features
using traditional edge detection methods such as Sobel, Prewitt, Gaussian, Median, Scharr, Farid,
and Canny.

Edge detection techniques [25–27], are generally used to find and identify sharp discontinuities in
images. For medical image recognition of the pancreatic, edge detection is crucial.

4. FEATURE FUNCTION

The feature functions [28], is written as𝑉𝑖𝑛(𝑣0, ..., 𝑣𝑛). TABLE: 1 shows some examples of feature
functions. A new feature function could be created by combining several feature functions. The
extracted feature’s depth is determined by three factors, which are as follows:

1. The initial raw features extracted from images by feature extractors;

2. The feature function;

3. The number of times feature function operators were used.

We will use the sum function in this formulation to aggregate all features extracted from the edge
detection feature extractors. Compositions of different feature functions are an easy way to express
more complex feature functions. Feature functions are important not only for transferring but also
for interpreting features [29].
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Table 1: Feature Functions [29], [28]

Functions Mathematical Definitions Representation

Sum 𝑉 ⟨𝐺, 𝑘⟩ =
∑
𝑔 𝑗 ∈𝐺

𝑘 𝑗 (2) Sum

Weight.Lp 𝑉 ⟨𝐺, 𝑘⟩ =
∑
𝑔 𝑗 ∈𝐺

|𝑘𝑖 − 𝑘 𝑗 |𝑝 (3) Diff

Hadamard 𝑉 ⟨𝐺, 𝑘⟩ =
∏
𝑔 𝑗 ∈𝐺

𝑘 𝑗 (4) Mul

Mean 𝑉 ⟨𝐺, 𝑘⟩ = 1
|𝐺 |

∑
𝑔 𝑗 ∈𝐺

𝑘 𝑗 (5) Mean

5. FEATURE PRUNING

The edge detection feature extractors’ output features are then evaluated. The feature evaluation
routine selects the important features from the feature functions. The feature evaluation function is
used to select the subset of important features. We chose the following characteristics: We began
by determining the evaluation score for each feature. The feature score is calculated by comparing
it to the threshold value and the basic feature score. If the feature score exceeds the sum of the two,
the basic feature is discarded [30].

5.1 Principal Component Analysis

The computation of features is an important step in the segmentation process. However, not all
extracted features contribute equally to the prediction task. As a result, feature reduction is required
to select the most weighted features, thereby improving the machine learning algorithm’s accuracy.
Using the PCA method, traditional edge detection models generate many features that can be re-
duced to a lower dimension.

PCA [31–33], is a widely used dimensionality reduction method for reducing the dimension of large
datasets while retaining the majority of the information. PCA is used to eliminate those irrelevant
features, resulting in lower computational overhead for the proposed method while retaining the
same accuracy.

5.2 Feature Map

A feature map is a function that maps a data vector to a feature space. The main logic in machine
learning is to provide data that can be segmented to the learning algorithm. It refers to mapping fea-
tures from input space to kernel Hilbert space, which is common in very large dimensions [34, 35].
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A filter uses traditional methods to measure how closely an input region resembles a feature, which
can be achieved after the pre-processing stage. Any pronounced aspect, such as a vertical edge, a
horizontal edge, an arch, or a diagonal, can be considered a feature. The function of a filter is to serve
as a single template or pattern that, when convolved across the input, identifies correspondences
between the stored template and various locations in the input image [20, 36].

Some of the feature maps obtained from our images are shown in FIGURE: 1.

Figure 1: Some selected Feature Maps for the images

6. Implementing LGBM for Segmentation

Compared to deep learning algorithms, traditional approaches are frequently easier to interpret.
Certain applications, such as the segmentation of medical images, may require this. When com-
pared to deep learning methods, conventional methods frequently require less processing power.
Applications that demand real-time performance may find this to be crucial.

In some circumstances, deep learning approaches or conventional methods alone may not be supe-
rior to ensemble methods. For instance, a study [37], demonstrated that, for the segmentation of skin
lesions, a combination of deep learning and conventional techniques produced superior results to
either methodology used alone. Standard and deep learning methods will be used depending on the
particular application. To improve segmentation outcomes, ensemble approaches, however, might
be a potent tool.

1279



https://www.oajaiml.com/ | August 2023 Wilson Bakasa and Serestina Viriri

LGBM [3, 38], is a high-performance gradient-boosting algorithm based on decision trees, similar
to Random Forest. It splits the tree using the best-fit algorithm, unlike other boosting algorithms.
The algorithm is widely used due to its fast and efficient training, requiring less memory than other
algorithms.

First, load the image, convert it to grayscale, and preprocess it to form a blob. Then apply, traditional
edge detection methods Sobel, Prewitt, Gaussian, Median, Scharr, Farid, and Canny as feature
extractors method to the blob image. The edge features will then be extracted from the image,
and a training dataset will be created with the edge features and the ground truth labels. The LGBM
Classifier model will then be trained on the training dataset. Finally, the model will be evaluated
on a test dataset.

FIGURE: 2 shows the images are pre-processed using the cropping technique in the cropping layer
to remove unwanted pixels that might be considered during feature extraction. The cropped images

Figure 2: Images pass through the cropping layer for pre-processing, followed by Transfer Learning
of features from traditional edge detection methods to the LGBM for segmenting the CT
pancreas images. Features from the feature extractors are fused and added to the cropped
image pixels. Pruning is then done to reduce the number of features before they are fed
into LGBM as a new training set for image segmentation.
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are then passed as input to feature extractors to extract various features combined with the feature
function. Results from the feature function and the features from the cropped image are then
summed and passed through a pruning stage using the PCA, and the output is sent as input for
segmentation using LGBM. Algorithm: 1 shows the processing done by the model.

LGBM can handle massive amounts of data while consuming very little memory. It emphasises
outcome accuracy. Scientists use LGBM [39], to create research applications because it supports
GPU learning. LGBM is an ensemble learning algorithm that performs segmentation by combining
the outputs of multiple base learner models. The Light GBM, a gradient-boosting framework,
employs tree-based learning methods. It is intended to be widely disseminated and efficient, with
the following benefits:

• Fast when training and improved accuracy.

• Less memory requirement.

• Very efficient.

• Provide GPU learning Support.

• Capable of handling Large-scale data.

According to [40], LGBMgrows trees vertically, whereas other tree-based learning algorithms grow
trees horizontally. LGBM grows in a tree, whereas other algorithms grow in the form of levels. It
will grow the leaf with the greatest delta loss. When expanding the same leaf, a leaf-wise algorithm
can reduce loss more than a level-wise method.

7. RESULTS

Ten decom files were randomly selected from the Cancer Imaging Archive (TCIA) Public Access
dataset, consisting of 3D CT scans of 512 × 512-pixel resolution from 53 males and 27 female
subjects 18-76 age group [41], 370 patients with PDAC and 320 controls’ contrast-enhanced CT
images from the Taiwanese Centre dataset were used to train CNN. Using these datasets, researchers
can examine how to use CT imaging to predict PDAC overall survival [42].

7.0.1 Cropped images

First, the images are passed through the cropping layer to remove unwanted sections. FIGURE: 3
shows some results for the non-cropped images (A1 - A4) and cropped images (B1 - B4). The first
column shows the original image; column two shows images after setting the blob as the input to
the network and performing a forward pass to compute the edges; column three shows connected
component-based labelled images; and column four shows created a false colour image with the
black background and coloured objects.
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Algorithm 1: Model algorithm: The model performs semantic segmentation using the feature
extracted using edge detection techniques. Cropping is done first in the cropping layer, with
𝑅 𝑗𝐶𝑟𝑜𝑝𝑂𝑢𝑡𝑉𝑎𝑙𝑢𝑒 denoting the crop-out value of region 𝑅 𝑗 , and C signifying the crop. The
cropped image is sent to feature extractors as input. The features are fused and then pruned
to remain with only eight features which are considered the best for segmenting the PDAC ct
images using LGBM
Input: Data: Labeled Images.
Input: P(i): Pixel Values.

1 /* Cropping Layer. */
2

𝐸𝐶𝑟𝑜𝑝𝑂𝑢𝑡 =
∑
𝑅 𝑗 𝜖𝐶

𝑅
𝑗
𝐶𝑟𝑜𝑝𝑂𝑢𝑡𝑉𝑎𝑙𝑢𝑒

Input: Data: Cropped Images.
3 /* All features generated must match how features are generated for training. */
4 for 𝑃(𝑖) = 0 do
5 // Ground truth.
6 𝐹𝑒𝑎𝑡𝑢𝑟𝑒1← 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙_𝑖𝑚𝑎𝑔𝑒_𝑝𝑖𝑥𝑒𝑙𝑠
7 for 𝑃(𝑖) = 1 do
8 // Other pixels not ground truth.
9 /* Generate FEATURES and add them to the data frame. */
10 𝐹𝑒𝑎𝑡𝑢𝑟𝑒2← 𝑐𝑎𝑛𝑛𝑦_𝑒𝑑𝑔𝑒
11 𝐹𝑒𝑎𝑡𝑢𝑟𝑒3← 𝑆𝑐ℎ𝑎𝑟𝑟
12 𝐹𝑒𝑎𝑡𝑢𝑟𝑒4← 𝑆𝑜𝑏𝑒𝑙
13 𝐹𝑒𝑎𝑡𝑢𝑟𝑒5← 𝑃𝑟𝑒𝑤𝑖𝑡𝑡
14 𝐹𝑒𝑎𝑡𝑢𝑟𝑒6← 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(𝑠𝑖𝑔𝑚𝑎 = 3)
15 𝐹𝑒𝑎𝑡𝑢𝑟𝑒7← 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(𝑠𝑖𝑔𝑚𝑎 = 7)
16 𝐹𝑒𝑎𝑡𝑢𝑟𝑒8← 𝑀𝑒𝑑𝑖𝑎𝑛(𝑠𝑖𝑔𝑚𝑎 = 3)
17 if 𝐴 ⊥⊥ 𝐵 then
18 𝐴 ≡ 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡_𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠.
19 else
20 𝐴 . 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡_𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒
21 end if
22 |
23 end for
24 /* New Train Set from the extracted feature now to be loaded to LGBM */

Input: Data: New Train Set
25 𝐷𝑎𝑡𝑎 = 𝑡𝑟𝑎𝑖𝑛 + 𝑡𝑒𝑠𝑡 // Test data for accuracy testing
26 /* Implement LGBM model: */
27 𝑚𝑜𝑑𝑒𝑙 = 𝐿𝐺𝐵𝑀.𝑡𝑟𝑎𝑖𝑛(𝐿𝐺𝐵𝑀_𝑝𝑎𝑟𝑎𝑚𝑠, 𝑑_𝑡𝑟𝑎𝑖𝑛, 100)
28 𝑛𝑢𝑚_𝑙𝑒𝑎𝑣𝑒𝑠 = 90
29 𝑚𝑎𝑥_𝑑𝑒𝑝𝑡ℎ = 9
30 𝐵𝑜𝑜𝑠𝑡𝑖𝑛𝑔_𝑇𝑦𝑝𝑒 ← 𝑑𝑎𝑟𝑡
31 𝑙𝑜𝑎𝑑𝑒𝑑_𝑚𝑜𝑑𝑒𝑙 = 𝑝𝑖𝑐𝑘𝑙𝑒.𝑙𝑜𝑎𝑑 (𝑜𝑝𝑒𝑛( 𝑓 𝑖𝑙𝑒𝑛𝑎𝑚𝑒,′ 𝑟𝑏′)) // Applying trained model to

segment multiple files.
32 end for
33 return 𝑆𝑒𝑔𝑚𝑒𝑛𝑡𝑒𝑑_𝐼𝑚𝑎𝑔𝑒𝑠
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Figure 3: Cropping Layer implementation to the pancreas CT images. A1 (Uncropped) and B1
(Cropped) - Original Image, A2 (Uncropped) and B2 (Cropped) - blob (preprocessed
image), A3 (Uncropped) and B3 (Cropped) - Segmented binary image, and A4
(Uncropped) and B4 (Cropped) - False colour image with a black background and
coloured objects.

7.0.2 Data frame

A Data Frame is a data structure that organises information into a two-dimensional table of rows
and columns. The two tables, TABLE: 2 and TABLE: 2, shows data frame prints before and after
implementing cropping. Pandas, the popular Python data analysis library, uses Data Frames as its
primary data type [43].

Table 2: Dataframe without cropping

Equivalent Mean Mean Mean
Label Area diameter intensity-0 intensity-1 intensity-2 Solidity

2 1702 46.551624 117.602233 117.602233 117.602233 0.792734
3 1849 48.520304 86.833423 86.833423 86.833423 0.724246
4 65 9.097284 101.984615 101.984615 101.984615 0.802469
6 103 11.451798 247.922330 247.922330 247.922330 0.811024
10 175 14.927053 30.697143 30.697143 30.697143 0.935829

TABLES: 2 and 3 show parameters for the data frame before and after implementing cropping to
the images. Solidity is calculated as the difference between the number of pixels in the object and
the convex hull image. This can measure the object’s compactness. The image passed through the
cropping layer has a high solidity of 0.97, which is better than that of an image not cropped, 0.94.
The area for up to ten (without cropping) and thirteen (with cropping) different labels is calculated,
which shows the cropped images had a high area of 2017 at label 5 and non-cropped images had
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the least area of 65 at label 4. The equivalent diameter is calculated to give the circle’s diameter,
whose area is the same as the contour area. This shows the highest equivalent diameter for the
cropped image of 51.35 at label 5, which has the highest area, and the least equivalent diameter of
9.1 at label 4, which has the least area. The mean intensity at any given pair of coordinates (x,y) is
a two-dimensional function f(x,y), where x and y are spatial coordinates. Solidity is also calculated
for various labels. The mean intensity is highest at label 9 for the cropped image, which is 249.2,
but that will record a low solidity for the same image.

Table 3: Dataframe after cropping.

Equivalent Mean Mean Mean
Label Area diameter intensity-0 intensity-1 intensity-2 Solidity

4 1718 46.769921 48.939464 48.939464 48.939464 0.852605
5 2071 51.350551 43.259778 43.259778 43.259778 0.828731
9 2012 50.613812 249.214712 249.214712 249.214712 0.784405
12 196 15.797308 41.306122 41.306122 41.306122 0.915888
13 1933 49.610201 138.455251 138.455251 138.455251 0.966983

7.0.3 Feature importance

The node impurity in Scikit-learn is calculated using Gini importance [44], and feature importance
is essentially a reduction in a node’s impurity weighted by the number of samples reaching that node
relative to the overall number of samples, which is node probability.

𝑛 𝑗𝑖 = 𝑠 𝑗𝐶𝑖 − 𝑠𝑙𝑒 𝑓 𝑡 (𝑖) 𝐼𝑙𝑒 𝑓 𝑡 (𝑖) − 𝑠𝑟𝑖𝑔ℎ𝑡 (𝑖) 𝐼𝑟𝑖𝑔ℎ𝑡 (𝑖) (6)

Where: 𝑛 𝑗𝑖 = node 𝑖 importance, 𝑠𝑖 = number of samples weighted, reaching node 𝑖, 𝐼𝑖 = the impurity
value of node 𝑖, 𝑙𝑒 𝑓 𝑡 (𝑖) = child node on left of node 𝑖 and 𝑟𝑖𝑔ℎ𝑡 (𝑖) = child node on right of node 𝑖

To determine the feature importance for each decision tree, this equation provides us with the
importance of a node j. The tree’s different branches can each use a particular feature.

𝑓 𝑗 𝑗 =

∑
𝑖:𝑛𝑜𝑑𝑒 𝑖 𝑠𝑝𝑙𝑖𝑡𝑠 𝑜𝑛 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒 𝑗 𝑛 𝑗𝑖∑

𝑖 𝜖 𝑎𝑙𝑙 𝑛𝑜𝑑𝑒 𝑛 𝑗𝑖
(7)

The features are divided by the total number of trees in our random forest, and the result is the
overall feature relevance. The features are normalised against the sum of all feature values in the
tree. With this in mind, you can understand the significance of features in random forests.

Depending on how well a feature may improve the purity of the leaves, each tree in a random
forest, LGBM, or XGBoost can determine how important that feature is. The significance of the
characteristic increases as the increase in leaf purity increases. This is carried out individually for
each tree, averaged across all trees, and then set to one. Using feature selection can aid in better
comprehending the problem that has been handled and occasionally result in model enhancements.
A higher score indicates that the particular feature will have a greater impact on the model being
used to forecast the particular variable.
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The feature importance graph is plotted to see which feature extractors did the best to extract
features. To avoid ignoring important features, we had to set a threshold which was the original
image. Gaussian was the best, and different feature ranges are shown in FIGURE: 4, 5 and 6. The
original image (cropped image) pixel values have also indicated that they are important for feature
extraction [45].

Figure 4: Implementing LGBM for segmentation with different feature extractors: The feature
importance graph demonstrates which feature extractor extracted the most important
features in predicting the target variable. Gaussian at Sigma 3 was the best, and Canny
Edge was the least. The original image is the cropped image.

Feature importance refers to techniques that assign a score to input features based on their usefulness
in predicting a target variable. Statistical correlation scores, coefficients calculated as part of linear
models, decision trees, and permutation importance scores are all common examples of feature im-
portance scores. Feature importance scores are important in a predictive modelling project because
they provide insight into the data and the model and the foundation for dimensional reduction and
feature selection, which can improve the efficiency and effectiveness of a predictive model on the
problem [46].

Any features extracted by all those methods below the original image will be discarded. LGBM
produced better results by adding important features from Gaussian Sigma 3 and 7. For random-
Forest and XGBoost, all the methods failed to extract features above the threshold and all features
were discarded.

7.1 Improving Segmentation Speed

The PCA was implemented to improve the segmentation algorithm as it would calculate the max-
imum number of features that can be used. This is to avoid inputting many features, thereby
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Figure 5: Implementing XGBoost for segmentation with different feature extractors: The feature
importance graph demonstrates which feature extractor extracts the most important
features in predicting the target variable. The original image was the best, and Canny
Edge was the least. The original image is the cropped image. Accuracy can be improved
by adding more feature extractors.

Figure 6: Implementing RandomForest for segmentation with different feature extractors: The
feature importance graph demonstrates which feature extractor extracts the most
important features in predicting the target variable. The original image was the best,
and Canny Edge was the least. The original image is the cropped image. Accuracy can
be improved by adding more feature extractors.
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increasing the load on the model without improving accuracy. As shown in FIGURE: 7, when using
thirty features, the cumulative variance will be below 0.9, which is low. It will be slightly above 0.9
when using one hundred features but shows signs of increasing. When using eight hundred features,
the graph line started to be constant when the number of components was above two hundred, so
two hundred components were used as the graph shows cumulative variance above 0.95.

Figure 7: Graph to analyse the best cumulative variance against the number of components using
PCA.

7.2 Segmented Images

FIGURE: 8 depicts a sample of original images segmented using the LGBM, XGBoost and Random
Forest, and features extracted using traditional methods from the TCIA dataset. The algorithm first
identifies regions in the image most likely to contain the desired objects and then examines these
regions at increasing resolutions. The ground truth is the true and accurate segmentation to compare
with our segmented images to test the accuracy of automated image analysis processes.

8. DISCUSSION

Segmentation’s primary objective is to assist in identifying and characterising the pancreas and its
pathogenic characteristics. The comprehension of the main pancreatic diseases, like the size cyst,
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Figure 8: Original images from the dataset, with each row showing the local gradient, segmented
and ground truth images for each original image. The pancreas is shown in red for the
ground truth, and images are segmented using LGBM, XGBoost and Random Forest.

may be enhanced by quantitative data obtained utilising segmentation techniques [47]. To decide
on surgery and treatment, it is crucial to use segmentation algorithms to obtain the quantitative
volumetric measures of the pancreatic lesion.

Publicly accessible datasets are crucial for the research community and evaluating the benefits
and drawbacks of segmentation techniques since assessing the precision of various segmentation
techniques using the same dataset is more useful. It is necessary to use the same standardised dataset
and to develop methods for reducing the large degree of variation in image parameters between
imaging facilities [48]. Additionally, most of the data only includes CT images; MRI images are
few.

The absence of publicly accessible datasets containing matching labelled images has hampered the
development of pancreatic segmentation algorithms [49]. The NIH datasets, the first to be utilised
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publically, contain the most thorough hand labelled/annotated atlases; however, they are deficient in
basic patient data necessary for preprocessing, such as atlas selection. TCIA is designed to foster in-
creased public availability of high-quality cancer imaging data sets for research. F.A.I.R. (Findable,
Accessible, Interoperable, and Reproducible) criteria for data release are strictly followed, making
data accessible.

The largest research material studies pancreatic segmentation based on atlas and neural network
segmentation methods. The equipment operating speed has increased, and the segmentation accu-
racy is primarily considered reasonably high. These two approaches are crucial directions for future
growth. Future research will also include a significant amount of work on novel methodologies and
hybrid technologies [50]. Although the pancreas only takes up a very small portion (e.g., 0.5% of
the total CT volume), it is well known that it frequently exhibits substantial variability in form, size,
and position. Therefore, segmenting the pancreas is still a complex and challenging task.

The accuracy assessment has generally improved yearly; however, the evaluated papers range greatly
from one another, making it difficult to evaluate accuracy using standardised metrics and datasets.
The datasets used in the publications are, in fact, highly varied from one another, containing various
numbers and varieties of patients and images obtained using various acquisition parameters.

According to [51], statistical shape models effectively use complicated form variability, whereas
deep neural networks have seen substantial success in segmenting medical images. a Bayesian
model that incorporates the segmentation findings from both deep neural networks and statistical
shape models was proposed, and it reported a decent result of 85.32 ± 4.19 of DSC. This model
used the rich shape priors gained from statistical shape models to improve the segmentation of deep
neural networks [52].

The best dice similarity coefficients for segmenting the pancreas and cysts were 85.1 and 86.7,
respectively, and were achieved by [53], using a mix of the random walker and region-expanding
approaches. [54], used region growth to mark the pancreatic region after applying histogram equal-
isation to improve the contrast of computed tomography images in low-contrast conditions. Al-
though the best Jaccard index of 86.97 was used to segment data, the used datasets are not mentioned
specifically.

Image segmentation uses a technique called “graph cut,” [55], one of those for energy reduction.
The pancreas was segmented from CT images 2016 using a graph cut approach and probabilistic
atlas. Their data found that the pancreatic segmentation Jaccard index was 0.705. In natural im-
age processing, region growth is a crucial and well-established segmentation approach applied to
segment abdominal organs using different methods.

A bottom-up pancreas segmentation representation has been developed using aggregated confidence
maps to categorise image areas or super-pixels to the pancreas and non-pancreas label assignments.
This representation uses dense binary image patch labelling to label the confidence maps [52]. This
technique uses mid-level visual representations of image segments to increase the segmentation
accuracy of highly deformable organs, such as the pancreas. A set of multi-scale and multi-level
deep convolutional neural networks applied in a sliding window fashion on local image patches to
capture the complexity of the pancreas’ appearance in CT images was proposed in previous work,
which further improved segmentation performance.
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Our proposed method has the advantage of the ability to learn rich representations, be versatile, and
increase segmentation accuracy (0.96) by reducing manual intervention. The cropping layer plus
a reliable bounding box for more precise segmentation is created by first localising the pancreas
within the entire 3D CT image. The next step is to segment the pancreatic tissue using a fully deep-
learning approach based on the effective use of holistically-nested convolutional networks on the
three orthogonal axial, sagittal, and coronal views. The holistically nested convolutional networks
probability maps for per-pixel are fused via pooling to build a 3D bounding box of the pancreas that
can maximise recall.

Soon, the primary goal will continue to increase the pancreas segmentation’s accuracy and efficiency
because the most recent accuracy is below that of other abdominal organs and well below what is
needed to meet clinical needs. Additionally, due to the poor contrast in the boundary, the unpre-
dictability in location, shape, and size, and the importance and value of the pancreas and its lesion
region in clinical practice [56], automatic segmentation of these structures is vital and difficult.

Segmenting pancreas images simultaneously from various modalities, such as CT and MRI, is also
important. Doctors typically analyse images from multiple imaging modalities to more accurately
measure and evaluate the state of the abdominal organs.

9. CONCLUSIONS

Image segmentation has been widely used in pancreas imaging to separate homogeneous areas.
Organ segmentation methods have been successfully implemented in large organs such as the lungs,
heart, and kidneys in recent years, but little has been done to small organs like the pancreas. The
accuracy of segmentation determines whether the automated analysis procedures succeed or fail.
However, the complexity of the anatomical structure and the scarcity of labelled data for PDAC
patients make it difficult to achieve an acceptable level of accuracy in pancreas segmentation. These
and other factors make pancreas segmentation difficult, and there is a high risk of over or under-
segmentation.

The research has proved to be efficient in using edge detection traditional methods to be feature
extractors and the features to be aggregated and pruned to come up with only crucial features for
segmentation. Pruning is important for reducing features and helps to increase accuracy as only
specific features are used rather than a general description.

The fact that there aren’t enough labelled imaging datasets readily available to the public is one of the
remaining barriers to developing pancreatic segmentation algorithms. Future approaches must be
resilient to the wide variations in pancreatic appearance, shape, and size to improve segmentation
quality. In diseased circumstances, this will make it possible to capture the characteristics of the
pancreas in great detail and may pave the way for automatic segmentation in clinical settings.
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